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Abstract

Recentlythe Internet has beenincreasinglyusedfor multi-party applicationslike

video-conferencing,video-on-demandandsharedwhite-boards.Multicastextensionsto

IP to supportmulti-partyapplicationsarebesteffort, oftenresultingin packet losswithin

thenetwork. Sincesomemulticastapplicationscannot toleratepacket loss,mostof the

existing reliablemulticastschemesrecover eachandevery lost packet. However, multi-

mediaapplicationscantoleratea certainamountof packet lossandaresensitive to long

recovery delays.We proposea new lossrecovery techniquethat selectively repairslost

packets basedupon the amountof packet lossand delayexpectedfor the repair. Our

techniquesendsa specialWAIT messagedown the multicasttreein the event a loss is

detectedin orderto reducethe numberof retransmissionrequests.We alsoproposean

efficient senderinitiated multicasttrace-routemechanismfor determiningthe multicast

topologyanda mechanismto deliver the topology informationto the multicastsession

participants. We evaluateour proposedtechniqueusingan event driven network sim-

ulator, comparingit with two popularreliablemulticastprotocols,SRM andPGM. We

concludethatourproposedWAIT protocolcanreducetheoverheadonamulticastsession

aswell asimprovetheaverageend-to-endlatency of thesession.



I dedicatethis thesisto my wonderfulfamily without whoseloveandsupportI would

nothavebeenwho I amtoday.

Thefamily I lovethemost...

theMANE family...



“ The most exciting phrase to hear in science, the one that heralds new discoveries, is not

“Eureka!” (“I found it!”) but rather “hmm....that’s funny...”

–Isaac Asimov.

“ If a man will begin with certainties, he will end in doubts; but if he will be content to

begin with doubts, he will end in certainties.”

-Francis Bacon (1561-1626)

“ May every young scientist remember and not fail to keep his eyes open for the

possibility that an irritating failure of his apparatus to give consistent results may once or

twice in a lifetime conceal an important discovery.”

- Patrick Blackett (British physicist, 1897-1974)

“ Keep on the lookout for novel ideas that others have used successfully. Your idea has

to be original only in its adaptation to the problem you’re working on.”

- Thomas Edison (1847-1931).

“ Results! Why, man, I have gotten a lot of results. I know several thousand things that

won’t work. ”

- Thomas Edison (1847-1931).
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Chapter 1

Intr oduction

Computercommunicationis becomingpartof day-to-daylife relatively very fast.Tradi-

tional computercommunicationmodeswereunicast(one-to-one)andbroadcast(one-to-

all).

In unicastcommunication,thereis onesenderandonereceiver that take part in the

communicationprocess.The communicationmay be simplex communicationwherein

oneparticipantis the senderof dataandthe otherparticipantis receiver of the dataor

duplex communicationwhereinboth theparticipantsareactive sendersaswell asactive

receivers. Traditionalapplicationslike FTP, e-mail, chatetc. make useof unicastcom-

munication.

In broadcastcommunication,thereareoneor moresendersthat senddatato every

other receiver in the network. The communicationinvolvessendingthe datato every

computeron the network. Therearepacket radio networks, satellitenetworks andbus

local networksthatusebroadcastcommunication.

With the new emerging applicationslike video-conferencing,sharedwhiteboards,

multi-usergamesetc. getting into the life of an averagecomputeruser, a new mode

of communicationcalledmulticasthasrecentlyemerged. Theseapplicationsmustalso
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besupportedby theexistingcomputercommunicationsinfrastructure.Theseapplications

requirethat thedatashouldbesentonly to a setof participants(termedasa group), not

to every otherendpoints,by usingeffective meansof communication.If unicastcom-

municationis usedthenthe samedataneedsto be sentagainandagainto every other

participantwhich is very inefficient. If broadcastcommunicationis usedthenthedatais

deliveredto thoseendpointsin anetwork thatmight not beinterestedin thedata.Hence

to fulfill the requirementswherethe communicationis restrictedto only a set of par-

ticipants(a group),multicastcommunicationemergedin thecomputercommunications

arena. Multicast facilitatesthe communicationof only the group of receivers that are

interestedin thedata.Multicastcommunicationsubsumesunicastandbroadcastcommu-

nications.Chapter2 describesmulticastcommunicationin detail. Multicastapplications

canbeclassifiedinto two typesdependingupontheir requirementsfor beingsuccessful.

1. Fully-Reliable Multicast Applications: Applicationslikemultiusergamesandshared

whiteboardsrequirethatthey shouldreceiveeachandeverydatapacketsentby the

sender. Examplesareinteractivesimulationsandsoftwareupdates.

2. Semi-Reliable Multicast Applications: Applicationslike audioandvideo confer-

encingallow for somepacket loss. However theseapplicationshave strict delay

constraintsaslatearriving packetswill beuselessfor theapplicationdueto thereal

timenatureof thedata.ExamplesareaudioandvideoconferencingandVideo-On-

Demandservices.

Apart from theapplicationsmentionedabove,multicastsupportsapplicationslikeup-

datesto replicateddatabases,inter-processcommunicationamongdifferentcooperating

processes,etc.

Thesuccessof thesevariousmulticastapplicationsdependsuponefficient multicas-

ting. For emerging highspeednetworks, multicastinghasalreadybecomean important
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issueto tacklesinceit reducesthewastageof resourcescausedby transmittingunwanted

datato someof thenetwork componentslike routersor endhosts.

IP Multicast [1] usesUserDatagramProtocol(UDP) asthetransportlayerprotocol.

UDP merelyprovidesapplicationstheability to communicateusingtheunreliablecon-

nectionlesspacket delivery service. So,UDP packetscanget lost in the network. This

providesa best-effort delivery mechanismthatcanresultin high packet lossin thepres-

enceof network congestion.A numberof studieshave beenconductedfor studyingthe

losscharacteristicson theMBONE for multicastsessions[2] [3]. TransmissionControl

Protocol(TCP)hasbeenusedfor yearsasaneffectivemeansof usingretransmissionsto

recover lost packets. However, a numberof problemsoccurif a TCP-stylesender-based

approachis appliedto amulticastdistribution.

1. Sinceeachdatapacket triggersanacknowledgment(ACK) from all receivers,the

sendercanbefloodedwith theACK packetsfor thesamedatapacket. Thisproblem

is popularlyknown astheACK ImplosionEffect [4].

2. If the senderis responsiblefor reliable delivery, it must continuouslytrack the

changingset of receivers and receptionstatefor eachreceiver which is difficult

to obtainaswell asmaintain.

Hence,the generalprinciple in multicastlossrecovery is to have receiversmanage

their own reliability requirementsfor reliablemulticast[5].

Due to inherentnatureof the datadelivery mechanismwhereeachpacket getsdu-

plicatedon all the links leadingto otherparticipantsin IP Multicast, therearetwo main

characteristicsof theeffectof losson thelinks in amulticastsession.

Usingthetopologyshown in Figure1.1for anillustration,lossesin amulticastsession

canbedividedinto two classes:

1. Global Loss
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Figure1.1: MulticastTree

Lossoccursonthelink 1-4,thereforeall thereceiversbelow thislink 1-4experience

the sameloss of packet i.e. receivers 5, 7, 8, 9 , 11 and 12 do not receive the

packet lost on link 1-4. Lossexperiencedbecauseof suchlinks which areshared

by differentreceiverscanbetermedasGlobal Loss.

2. Local Loss

Lossoccurson the link 4-7, asa resultonly receiver 7 experiencesthe loss. Loss

experiencedbecauseof suchindividual links canbetermedasLocal Loss.

In a multicastsession,thesendercannot determinewhetherthe lossis Global Loss
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or Local Loss. But receiverscangroupthemselvesto determinethe typeof lossaswell

asthelink onwhich this losshasoccurred.But in orderto find thetypeof lossaswell as

locationof lossin themulticasttree,receiversneedto havesometopologyinformation.

Thecurrentproblemsfacingreceiverbasedreliability managementin multicastare:

� Implosion: Simultaneousrepairrequestsfor onelostpacket,characteristicof sender

basedlossrecovery usingretransmission.In theabove example,whenlossis ex-

periencedby all the receiversbelow the link 1-4 (Global Loss), eachreceiver can

senda repairrequestto someotherreceiveror thesender.

� Exposure: Duplicaterepairpacketsbecauseof lossexperiencedby onereceiver. In

our scenario,if repairrequestsaredeliveredto receivers2, 3 or thesender0 then

eachreceiversendsarepairpacketfor thelossandcausingredundantrepairpackets

beingreceivedby thereceiversexperiencingtheloss.

� Recovery Latency: Timefrom whena receiverdetectsa lossuntil a repairfor a lost

packet is received. In caseof losson link 1-4 (Global Loss), theaddedtime all the

receivers5, 7, 8, 9, 11,12 takesto recover from theloss.

� Unadaptability: Inefficient repairin thepresenceof dynamictopologychanges.

Multicast hassomeotherconcernsalso. Scalabilityis an importantissuein reliable

multicasting. A multicastprotocol is scalableif it canguaranteethe desiredquality of

serviceto all the receivers (even in presenceof thousandsof receivers) in a multicast

session.Anotherconcernin multicastis of congestioncontrol.A TCPfriendlycongestion

control schemewhich scalesfor a large setof receivers. The schemeshouldbe fair to

otherTCPandmulticastflows andbestableandresponsive to network dynamics.

In recentyearstherehave beena numberof solutionsproposedfor reliablemulticast

thatattemptto recover all the lost packetsbasedon theassumptionthatcommunication
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is not delay-sensitive but highly error-sensitive. This assumptionhowever doesnot hold

goodfor thereal-time,highvolumetraffic of thecontinuousmediastreams.In traditional

datacommunications,error-freetransmissionis achievedby addingerror-detectioninfor-

mation(usuallya sequencenumber)to the transmittedstreamsandre-transmittingany

lost packet. However, it is assumedthatdelayrequirementsof continuousmediastreams

maynot permitretransmissions.Sinceaudioandvideostreamsarelesssensitive to error

andcantoleratesomepacket loss,oneapproachto errorcontrol is to rely on increasing

transmissionoverheadby includingerrorcorrectionratherthanerror-detectioninforma-

tion. But this increasesthebandwidthusagebecauseof redundantinformationbeingsent

acrossthenetwork to achieve thedesiredquality.

Therearevariousapproachesbeingtakenin therecentyearsfor thereliablemulticast

problem.Someapproachesaresenderbasedandotherapproachesarereceiver based.In

a senderbasedapproach,thesenderis responsiblefor thereliabledelivery of datato all

theparticipantsin a multicastsession.In a receiver basedapproach,any receiver canbe

responsiblefor thereliabledeliveryof datato someotherreceiver.

Scalable Reliable Multicast (SRM) [6] is areliablemulticastprotocolwheretherepair

requestsaremulticastedto theentiregroupusinga randombackoff. Therandombackoff

is usedin orderto avoid duplicaterepairrequests.Therepairpacketsarealsomulticasted

to theentiregroupusinga randombackoff againto suppressduplicaterepairs.However,

the useof back-offs increasesthe recovery latency and theremay alsobe unnecessary

repairrequestsandrepairpackets.

Light Multicast Session (LMS) [7] is anotherreliablemulticastprotocolwhich uses

routersto aid in thelossrecovery. Eachrouterselectsareplierlink for retransmissionand

guidesrepairrequestssentby thereceiversto thereplierlink. Repairrequestfrom replier

link is guidedup the tree. The repair is thenmulticastedfrom the point wherethe loss

hasoccurred.In sometopologies,like a long chaintopology, recovery latency is greatly
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increasedastheroutersselectreplierlinks only from thedownstreamlinks.

Pragmatic General Multicast (PGM) [8] makesretransmissionof the repairpacket

from either the sourceor somedesignatedreceivers. When a router receives a repair

request(NACK) it forwardsit on theupstreamlink towardsthesourceandalsosendsa

NACK confirmationon thelink on which it receivedtheNACK. It alsocreatesa NACK

stateto suppressduplicateNACKs. The NACK flows all the way up the multicasttree

towardsthesourceandtherepairpacketflowsonly on thelinks from wheretheNACK(s)

camefor the repairpacket. This indicatesthat the recovery latency for PGM is around

oneroundtrip time(RTT) to thesenderof themulticastsession.Sincerouterstakeactive

part in thelossesexperiencedby theendhosts,thereis anincreasedoverheadon routers

whichalsoleadsto theincreasedlatency for otherapplicationsusingthenetwork.

Active Reliable Multicast (ARM) [9] is themostrouterassistedprotocol.Here,routers

at strategic locationsperformbesteffort cachingof thedatapacketsto aid thereceivers

in the lossrecovery. Routersdrop duplicaterequestsanddo partial multicastingof the

repairpacket.

All theabove protocolsaredevelopedwith applicationslike sharedwhiteboardsand

multiusergamesrequiringfull lossrecovery in mind. However, aswe pointedout multi-

mediaapplicationscantoleratecertainamountof packet loss.

Structure Oriented Resilient Multicast (STORM)[10] is amultimediamulticastproto-

col in whichgroupparticipantsselforganizethemselvesinto adynamicallybuilt distribu-

tion structureandusethestructureto recover lost packetsfrom adjacentnodes.STORM

distributesNACKsandrepairpacketsalongthemulticaststructure.Eachreceiverselects

aparentnodedependinguponlossexperiencedby thecandidateparentnodeaswell asits

own playbackbuffer which determinestheupperboundonrecovery latency. Therequest

andrepairpacketsaresentusingunicastmechanismbecauseof which morenumberof

requestsandrepairsmight flow for thesamelost packet. In caseof Globalloss,theover-
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all requesttraffic increasesasrequestsaresentto thereceiversthatarealsoexperiencing

thesameloss. And repairsaresentto eachreceiver experiencingthe lossusingunicast

reducingthenumberof repairsbeingsentin thetreeexperiencingthelosswith theeffect

thatsomereceiversdo not recover from thelostpacket.

All theaboveprotocolseithertakehelpfrom routersto avoid theimplosionandexpo-

sureproblemsin a multicastsessionor increasetherecovery latency to avoid duplicates

in the multicastsessionor addtoo muchtraffic in the network in termsof requestsand

repairs.

We proposea new techniquecalledWAIT, which avoidstheimplosionandexposure

problemsby effectivecommunicationbetweenthereceivers.Theparticipantsin our loss

recovery techniquearrangethemselvesin groupsdependinguponthetopologyinforma-

tion aswell asknowledgeof thesurroundingneighborsin amulticastsession.By forming

agroup,sessionparticipantsrecover from thetwo typesof losses(Global Loss andLocal

Loss) effectively. Thedecisionaboutwhento sendtherequestpacketandto whichnearby

receiver is decideddynamicallybasedon delayandlossin orderto reducetherecovery

latency usingthe topologyinformation. In caseof Global Loss, a grouphead(selected

dependinguponits positionin thelocalgroupin themulticasttree)sendsaspecialWAIT

packet to theothernearbyreceiver(s)informing themthatthegroupheadhasalsoexpe-

riencedthesamelossasthatof theotherreceiversandis takingtheresponsibilityof the

lossrecoveryprocessfor them.Also, thereceiversdecidewhento sendtherepairrequest

dependinguponthelossthey experience(anddependingupontheir own quality require-

ment)aswell astheexpectedrecoverylatency andwhetherthey receiveany WAIT packet

from their replier receivers. We believe this techniqueeffectively recoversfrom the loss

of packetsaswell asmaintainsthedesiredquality (in termsof lossaswell asdelay)of

theaudioand/orvideostreamsin amulticastsession.

In order to form a group, receiversneedsto have sometopology information. For
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thedelivery of topologyinformationwe proposea new multicast trace route mechanism

andlimited scope receiver information delivery mechanism. In our proposedSenderIni-

tiatedMulticastTrace-Routemechanism,eachmulticastcapablerouteraddsits address

in thetrace-routepacket (sentby thesender)beforeforwardingthatpacket to all theother

links in themulticasttreefor thesession.To deliver informationaboutthe neighboring

receivers,we proposetheLimited ScopeReceiver InformationSub-castmechanismthat

usesTTL basedscopingto sendtheinformationto only theneighborsof thereceiver.

To evaluateour proposedWAIT protocol,we usean event driven network simula-

tor calledNS2 (Network Simulator- Version2) [11]. NS2 cansimulatea network of

computerswith mechanismsto simulatecommunicationbetweenthenetwork nodesand

carryoutperformancestudiesof variousprotocolsaswell asdifferentroutermanagement

techniques.NS2supportsvariousmulticastroutingprotocolsaswell astheSRM[6] and

PGM [8] protocols.We have carriedout a performancecomparisonof WAIT with SRM

andPGM in termsof Recovery Percentage, Recovery Latency, percentage overhead on

the receivers andmultimedia application quality.

Theremainderof thethesisreportis asfollows: Chapter2 presentstherelatedwork in

theareaof reliableaswell asresilient(semi-reliable)multicast,anddescribestherequire-

mentsof multimediaapplications.Chapter3 presentsour approach,theWAIT protocol,

whichcanbeusedfor reliableaswell assemi-reliabledatadeliveryin amulticastsession.

Chapter4 presentstheimplementationdetailsandthesimulationsetupfor theevaluation

of WAIT protocol.Chapter5 dealswith theevaluationof differentWAIT protocolconfig-

urationsaswell ascomparisonof WAIT with SRM[6] andPGM[8]. Chapter6 discusses

futurework andChapter7 concludesthethesis.
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Chapter 2

RelatedWork

MulticastcommunicationovertheInternetis implementedusingIPMulticastandMBone,

asdescribedin Section2.1. IP MulticastandtheMBoneareusedprimarily for themul-

timediaapplicationslike Video-On-Demandandaudioandvideoconferencing.Section

2.2 describesmultimediaor continuousmedia. SinceIP Multicast is a best-effort ser-

vice, thereusuallyis someprovision for recovering from the lossesexperiencedby the

receiversin a multicastsession.Section2.1 alsodescribeslossover the MBone. With

losscomesdegradedquality of audioandvideo streams.A numberof techniqueshave

beenproposedto countertheeffectsof thelossencounteredby multicaststreams.These

lossrecovery techniquescanbebroadlydividedinto

1. Senderbasedlossrecovery (Section2.3).

2. Receiverbasedlossrecovery (Section2.4).

2.1 MBone and IP Multicast

In 1992,the InternetEngineeringTaskForce(IETF) decidedto build a virtual network

thatrunson top of existing Internetto fulfill therequirementsof group-applicationswith
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effectiveuseof network resources.Thisgaveriseto thetoday’sMBone(MulticastBack-

bone)which workson theprinciplesof IP Multicast[1]. TheMBoneconsistsof special

multicastcapableroutersaswell astraditionalunicastrouters.

IP Multicastprovidesaneffectivemechanismof disseminatingdatafrom asenderto a

groupof receivers.Insteadof sendingaseparatecopy of datato eachindividual receiver,

the sendersendsa singlecopy to all receivers,which reducesthe network overheadin

termsof routerresourcesusesaswell asprovidesfor effective bandwidthutilization. To

deliver thedatato theauthorizedmembers,a multicasttreeis setupin thenetwork with

thesenderactingastheroot of thetreeandreceiversactingastheleavesof thetree.The

sendersendspacketsto a group address andreceiverswishing to join thegroupsimply

inform alocaldesignatedrouterusingIGMP protocol[12] andlistento thegroupaddress.

Multicast routingprotocolslike CBT [13], DVMRP[14], PIM[15], MOSPF[16] canbe

usedto deliver packets to the joining receivers. In the MBone, the most widely used

routingprotocolis DistanceVectorMulticastroutingprotocol(DVMRP)[14].

The classD addressingschemeidentifiesa multicastpacket. ClassD addressesare

identifiedby thetoporderbitssetto be1110andtheaddressrangefor ClassD addresses

are224.0.0.0to 239.255.255.255(seeFigure2.1).

�������
XXXX XXXXXXXX XXXXXXXX XXXXXXXX

Figure2.1: MulticastAddressFormat

Thismulticastaddressallocationis controlledby theInternetAssignedNumbersAu-

thority (IANA) which generallydoesnot assignindividual IP multicastaddressesto new

applicationprogramsunlessthereis a strongtechnicaljustification.This leadsto alloca-

tion of addressesdynamically. Themostwidely usedmethodfor DynamicIP Multicast

addressingis SessionDirectoryprogram(SDR)[17].

Eachmulticastflow is identifiedby thesenderaddressanddestinationgroupaddress.
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Whena multicastcapablerouterreceivesa multicastpacket, it checksfor the interfaces

insideits routing tablewhich leadsto the participantsof a multicastsessionandsends

the packet throughall thoseinterfacesonly. If the router is not multicastcapable,then

the router encapsulatesthe multicastpacket into an unicastpacket and then sendsthe

unicastpacket to thenext routerin thepath. This mechanismis calledtunneling. New

commercialroutersarebecomingmulticastcapableeliminatingtheneedandoverheadof

tunneling.

SinceIP Multicastmodelis built upontheunreliable,besteffort deliveryusingUDP

asthe transportlayerprotocol,lossesareboundto occurwithin thenetwork. Themain

causeof lossesis routercongestion.Previousstudieshasshown that50%of thereceivers

have a meanlossrateof about10%or lower [3]. 80%of thereceiversexperiencedloss

ratelessthan20%.80%of thereceiversreportedno lossduringsomeinterval of theday.

Duringsomeinterval of thedayaround80%of thereceiversexperiencedmorethan20%

loss. Around 80% of receiversreportedsomeinterval during the day whenmore than

20%losswasobserved. About 30%of thereceiversreportedat leastoneinterval where

the loss ratewasabove 95%. They also showed that packet lossesalso occur in long

burstsof 2-5 packetseventhoughsinglepacket lossesdominatetheoverall losspattern.

As theMBoneis increasinglybeingusedfor audioandvideoconferencing,theamount

of multicasttraffic hasincreasedtremendously. This demandsfor increasein theband-

width aswell asbettermulticastsolutionsto the problemsdescribedin Chapter1. By

proposingthe WAIT protocol,we make an attemptto reducethe amountof traffic over

the MBone by selectively askingfor retransmissionof the lost packets in the network.

At thesametime we try to provide the multimediamulticastapplicationsthe requested

quality by recoveringfrom thelossesthatoccurover theMBone.
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2.2 ContinuousMedia

With the increasinguseof cost-effective audioandvideohardwarealongwith theavail-

ability of highspeednetworksproviding highbandwidthnecessaryfor continuousmedia

communications,multimediaapplicationshavebeenaneffectivemeanfor collaboration.

Collaborative applicationslike video-conferencing,group-wareandcomputer-supported

cooperativework cantake advantageof efficient IP Multicast. However, communication

usingaudioandvideoover theInternetfacessomechallenges.

1. High volume of data. CD-qualityaudioandHDTV-qualityvideorequirehigh rates

of datatransfermeasuredin Mb/s andGb/s. Variouscompressionstechniquesde-

velopedsofar aretargetedto reducethebandwidthutilizationsignificantly.

2. Interactivity. Therearestrict delayrequirementsbetweenthe senderandthe re-

ceiver to preserve the real time interactive natureof the multimediaapplications.

Paststudieshave shown thata certainamountof delayis tolerableby humansthat

canbebetween40and600milliseconds[18]. Along with thisproblemof bounded

delaywehavetheproblemof boundeddelayvariancecalledjitter. Jitteris normally

dealtwith by usingbuffering at thereceiver anddelayingtheplaybackof received

data.But this increasestotaldelayexperiencedat thereceiverwith improvementin

theplaybackquality.

Usually the audio andvideo streamscan be transmittedby addingboth audio and

videodatainto oneframewhichgreatlyfacilitatestheinter-mediasynchronizationaseach

frameis a synchronizationpoint. But by transmittingeachtypeof mediaindependentof

the other, we can treat eachmedia independently, which allows us for media-specific

treatment.This media-specifictreatmentprovidesfor toleratingincreaseddegradationof

videoquality thantheaudioquality degradation.
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Multimediaapplicationsrequirea lot of bandwidthandarealsoextremelydelaysen-

sitive. But lossof packetsoccurin thenetwork, andreceiversneedto recover from the

losseswithout incurring too muchoverhead.In this thesis,we areproposinga new ap-

proachfor lossrecoveryduringamulticastsession,whichselectively asksfor retransmis-

sionof the lost packet(s)allowing thereceiver to toleratesomelossdependinguponthe

quality asked by theapplication. We alsotake into accountthe usefulnessof the repair

packet basedon delay. If therepairpacket is goingto arrive late,our approachdoesnot

askfor retransmission,furtherreducingtheoverheadof packets.

2.3 SenderBasedLossRecovery

Senderbasedlossrecoverycanbesplit into passivechannelencodingandactive retrans-

mission.

1. PassiveChannelEncoding

Passivechannelencodingtechniquesarefurtherdividedinto Interleaving andFor-

warderrorcorrection(FEC)techniques[19].

In Interleaving, dataunits areresequencedbeforetransmissionandoriginal adja-

centunitsareseparatedby a guaranteeddistancein thetransmittedstreamandare

returnedto their original orderat the receiver. Interleaving dispersestheeffect of

packet losses.A lossof singlepacket resultsin multiple small gapsin the recon-

structedstream. In caseof non-interleaved streams,a large gapoccursfor each

packet loss. A disadvantageof interleaving is increasedlatency, which limits the

useof this techniqueonly to thenon-interactiveapplication.A majoradvantageof

interleaving is thatit doesnot increasethebandwidthrequirementof astream.

ForwardError Correctionrelieson additionof repairdatato a stream.The repair

datacanbe
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(a) Independentof contentsof thestreamor

(b) Dependentuponthecontentsof thestream.

(a) Media IndependentFEC

This approachusescodesto produceadditionalpackets for transmissionto

aid the correctionof losses.Eachcodetakesa codeword of k datapackets

andgeneratesn-k additionalcheckpacketsfor transmissionof n packetsover

thenetwork.

Theadvantageof this techniqueis thatsincethey aremediaindependent,the

operationof forward error correctiondoesnot dependuponcontentsof the

packets and the repair is an exact replacementfor a lost packet. Also the

computationto derive errorcorrectionpacketsis relatively simpleandsmall.

But thedisadvantageis that they incur additionaldelay, increasedbandwidth

anddifficult decoderimplementation.

(b) Media SpecificFEC

In thisapproacheachunit of datais transmittedin multiplepackets.If apacket

is lost thenanotherpacketcontainingthesameunit is usedto recoverfrom the

loss. Primaryencoding(thefirst transmittedcopy of thedata)andsecondary

encoding,which is usuallya low-bandwidth,lower quality encodingthanthe

primaryis usedto achievethis. Useof mediaspecificFECincursoverheadin

termsof packet size,which is variableanddependsupontheencodingtech-

nique. Thequality of repairvarieswith theoverload.Theadvantageof me-

dia specificFEC is low-latency which is suitablefor interactive applications

wherelargeend-to-enddelaycannotbetolerated.

2. SenderBasedRetransmission
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Retransmissionbasedschemeswherein a lossof packet triggerstherecovery pro-

cessfor the lost packet is anotherway to handlethe packet loss. In a multicast

sessionthis typeof mechanismshouldbehandledin a very effective mannerelse

thereis overheadfrom repairrequestsandrepairsin themulticastsession.Theideal

protocolfor the lossrecovery shouldsendonly onerepairrequestto thesenderor

anothernearbyreceiverwhohasreceivedthepacket. And therepairshouldbesent

only to the receiverswho have experiencedthe sameloss. The recovery latency

shouldalsobetakeninto accountfor thereal time multicastsessionswherein late

repairbecomesuselessbecauseof therealtimenatureof thedata.

As describedabove, oneof thesenderbasedapproachestakenby theresearchcom-

munityis thatthesenderhasto taketheresponsibilityof thereliabledeliveryof packetsto

theotherparticipantsin themulticastsession.This increasestheburdenon senderasthe

senderhasto keeptrackof thereceptionstateof eachreceiver. Also in caseof different

receiversexperiencingdifferent losses,the senderwill get floodedwith the retransmis-

sionrequests.Therecoverylatency for thelostpacketscanbeeffectively reducedif some

nearbyreceiver helpsthereceiver experiencinglossto recover from theloss.We believe

that this is very useful for the applicationsrequiringreal-timedelivery of dataandlate

dataprovesto beuseless.

2.4 Receiver BasedLossRecovery

In recentyearstherehasbeena numberof solutions/ protocolsproposedfor reliable

multicastthatattemptsto recover all lost packets.TheseprotocolsarecalledasReliable

Multicast Protocols.

Scalabilityis an importantissuewhile designinga multicasttransportprotocol. De-

signingamulticasttransportprotocolthatscalesto largegroupsizesinfluencesthedesign
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of severalfunctionslikedatapropagation,reliability, repairrequest,feedbackcontrol,re-

transmissionof lost data,flow andcongestioncontrol, locusof control,ordering,group

managementandtargetapplication.Someof therecentlyproposedprotocolsare:

1. ScalableReliableMulticast(SRM) [6],

2. Light MulticastServices(LMS) [7],

3. PragmaticGeneralMulticast(PGM) [8],

4. ActiveReliableMulticast(ARM) [9],

5. TreeBasedReliableMulticastProtocol(TRAM)[20].

All the above protocolsareReliable meaningthat they carefor eachandevery lost

packet to be recovered. Sincemultimediaapplicationscan toleratecertainamountof

packet loss,therearesomeResilient Multicast Protocols beingdevelopedsuchasStruc-

tureOrientedReliableMulticast(STORM)[10].

2.4.1 ScalableReliableMulticast (SRM)

ScalableReliableProtocol(SRM)[6] is aprominentsolutionproposedwith requirements

of a sharedwhite-boardtool in mind. It works on the principlesof Application Level

Framing[21] andLight-Weight Sessions(LWS)[22]. ALF leavesasmuchof the func-

tionality andflexibility aspossibleto theapplication.SRM usesmulticastgroupconcept

of IP Multicast. Becauseof this concept,thedatasourcessenddatato thegroup’s mul-

ticastaddressandreceiverssimply listensto thataddress,henceno knowledgeof group

membershipor datasourcesis required.Whena receiverdetectsa packet lossby detect-

ing gapin thesequencenumberof thereceivedpacketsthereceivermulticastsaNegative

Acknowledgment(NACK) to theentiregroup,closestreceiverwith therequesteddatare-
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spondswith therequestedpacket. Repairpacketsarealsomulticastedto theentiregroup.

Thiscanresultin NACK implosionaswell asExposureproblem.

To avoid NACK implosion,SRM usesa randomizedNACK transmissionalgorithm.

Whena receiver detectsa loss,it doesnot transmittheNACK immediatelybut instead,

waits for a randomamountof time in hopethat someother receiver might multicasta

NACK for thesamepacket.

Theback-off time is calculatedby usingtheexpression

back-off time= ���	� ��
 ��������
where:

� : estimateof onewaydelaybetweenthesourceandthereceiver.

� ��� �� : Non-negativeconstants.

� : Uniformly distributedrandomnumber � ������� .
The � � ��� componentof theaboveexpressionis calledaDeterministic delay which

is usedto suppressduplicateNACKs from receivers locatedat different levels in the

multicasttree.

The ����������� componentof theabove expressionis calledas Random Delay to

suppressduplicateNACKssentby receiversat thesamelevel in thetree.Thesameback-

off timer mechanismis usedbeforesendingthe repairto avoid duplicaterepairs.Since

therearetwo back-off delays,thetotal recovery latency is greatlyincreased.

The scalingbehavior of SRM dependsupontopologyof the underlyingnetwork as

well asdetailsof the timer algorithm. Thevaluesof � � and �� largely affect different

requirementsof differentapplications.Someapplicationsrequirelow recovery latency,

but theexpectedlatency is boundedby �	� ��
 ������ !� where  is a functionof network

topology. Hencethereis tradeoff betweenrecovery latency andduplicateNACKs. The

scalingbehavior alsodependsuponanaccurateestimateof thedelayvariable � . Also,

asthenumberof receiversin themulticastsessionincreases,theprobability of any one
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receiver experiencinga lossalso increases,which hasthe effect that all otherreceivers

will have to dealwith NACKs andrepairs. In the worst case,every packet sentmight

have to be retransmittedwhich effectively reducesthe bandwidthconsumptionaswell

as inducesmore overheadon the receivers. When the group membershipor network

topologychanges,thecomponentsfor calculatingback-off time have to berecalculated.

This increasestime to adaptto the bestperformancethat canbe offeredby SRM. The

performanceandscalabilityof SRMsuffersbecauseof usingglobalmechanismsto solve

local problems.

To limit exposure,SRMwith local recoveryenhancements[23] usesTTL basedscop-

ing. HoweverestimatingappropriateTTL valueis a unsolvedproblem.

2.4.2 TreeBasedSchemesfor lossRecovery

Tree basedschemes(e.g. RMTP[24], TMTP[25], TRAM[20]) for loss recovery offer

excellentscalabilityby arrangingreceiversin a treehierarchy. Treebasedschemesim-

proveSRM’s lack of local recovery andhigh recovery latency by arrangingthereceivers

in a logical treewherethe receiverswill group themselves in local groupsandelecta

groupheadthatwill take theresponsibilityto caterto thelossesexperiencedby its group

members.But constructinga treeis a difficult problemsincereceiversdo not have the

topology information. Hencesometree-basedschemesusea pre-configuredhierarchy

(RMTP) [24] andothersuseexpensive mechanismto createandmaintaintree(TMTP)

[25]. But eventheseschemesdonotshieldbottlenecklinks from unnecessaryrequestand

repairtraffic.

TRAM

TRAM [20] ensuresreliability by using selective acknowledgmentand scalability by

adaptingahierarchicaltree-basedrepairmechanism.Thehierarchicaltreenotonly elim-
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inatesimplosionrelatedproblemsbut alsoenableslocalizedmulticastrepairs.In TRAM,

thereceiversandsenderinteractwith eachotherto dynamicallyform repairgroups.These

repairgroupsarelinkedtogetherin ahierarchicalmannerto form atreewith thesenderas

theroot of thetree.Every repairgrouphasa receiver thatfunctionsasa grouphead.Ex-

ceptfor thesender, everygroupheadis amemberof someotherrepairgroup.Thegroup

membersreportlost andsuccessfullyreceiveddatato thegroupheadusingtheselective

acknowledgmentmechanism.To avoid overload,eachrepairheadis responsiblefor only

a limited numberof receivers. Therepairheadcachesevery messagesentby thesender

andalsoprovidesrepairservicefor themessagesthatarereportedaslostby themembers.

If thegroupheaddoesnothavethedatait asksfor thedatafrom thegroupheadof which

it is amember. Thus,thereis ahierarchyof localgroupsto helpwith therecovery.

2.4.3 Network Support for LossRecovery

All of theabove schemesassumedthatapplicationscouldnot obtainhelp from thenet-

work routers,sinceroutersareconsideredto bepreciousresourcesthathave to forward

packetsat high ratesandrun severalprotocols.Also lossrecovery is consideredto bean

end-to-endissue.

Becauseof the difficulties in ReliableMulticast, researchersarenow examiningthe

possibilityof network involvement.Thetopologyinformationavailableat routerscanbe

usedto avoid the implosionandexposureproblemsby restrictingthe traffic of NACKs

andrepairpacketsonly to thepartof thetree(calledaslosssub-tree)thatis experiencing

thelosssincelossononelink resultsin all receiversdown thatlink experiencingthesame

loss. In last few yearstherehasbeennew schemesproposedthatusevaryingdegreesof

network support.Someof theseincludesLight MulticastServices(LMS) [7], Pragmatic

GeneralMulticast(PGM) [8], ActiveReliableMulticast(ARM) [9].
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Light Multicast Sessions(LMS)

LMS [7] allowsany receiver to retransmitrepairpackets.Therearethreebasicprinciples

on whichLMS works:

� Eachrouterselectsa replierlink for retransmission.

� RoutersguideNACKsto appropriatereceivers,and

� Routersmulticastrepairsonly from theroot of losssub-tree.

Eachrouterselectsits replier link basedon the lossexperiencedby the receiver at-

tachedto thatlink. Upondetectinga loss,receiverswill multicastaNACK with aspecial

IP option so that routerscan recognizesuchNACKs. Routersforward NACKs to the

replier interfaceexceptNACKs from thereplier interfaceareforwardedto theupstream

router. TherouterthatforwardsNACKs to a replier link (thereplier link above thepoint

of losswhich hastherequesteddatapacket) is calledthe turning point that is considered

to betheroot of thelosssub-tree.Thereplier thenunicaststherepairpacket to theturn-

ing point which in turn multicaststhepacket downstream.However, sinceLMS assumes

thatthereplier link representsthelosssub-tree,if only thereplier link experiencesa loss

thenthe entiredownstreamtreewill receive duplicateswhich will leadto the exposure

problem.

Anotherproblemwith LMS is that it selectsthe repliersonly from the downstream

links thatwill increaserecovery latency in sometopologieslike longchaintopologies.

Also LMS canoverreactto NACKsfor packetsthathavejustbeenretransmittedsince

suchNACKs canrepresenta late arrival of the NACK, andthis might leadto exposure

sincethereplierwill retransmittherepairagain.

Pragmatic GeneralMulticast (PGM)

PGM [8] is themostheavyweight of the router-assistedprotocolsso far. PGM requires
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that retransmissionof repairpacketsshouldbedonefrom thesourceor from someDes-

ignatedLocal Re-transmitters(DLRs). A DLR must lie directly on the path from the

source.After detectingloss,a receiver selectsa randomback-off interval andthenuni-

castsa NACK to the upstreamPGM router. Whena PGM router receivesa NACK it

multicastsa NACK Confirmation(NCF) on the link from whereit received the NACK

andunicaststhe NACK to the upstreamrouter. At the sametime the router createsa

NACK statefor thecorrespondingsequencenumber. NCFsareusedto acknowledgere-

ceptionof theNACK. RouterssuppresssimilarNACKsfrom otherreceiversby checking

theNACK states.After thesourcereceivesa NACK, it retransmitswith repair(RDATA)

packet. EachrouterforwardsRDATA on links from which the routerreceived NACKs

for thepacket. After therouterforwardstheRDATA it discardsthecorrespondingNACK

state. This leadsto the Dangling NACK State problem i.e. the NACK stateis not dis-

cardedat routersuntil NACK stateat routersexpireswhen the RDATA packet is lost.

Hence,if a receiver did not receive RDATA andtimesout andsendsa NACK thenthe

routerswill incorrectlyassumethat thereis recovery processgoingon upstreamthetree

andit will droptheNACK. Thiscanleadto multiple retransmissionsof RDATA packets.

Also in sometopologieswherethe distancebetweenreceiversis large, a receiver close

to the lossmay senda NACK andtrigger a retransmissionbeforeNACKs from distant

downstreamreceivershave a chanceto establishNACK stateall the way to the source.

Sincethe NACK stateis wiped out by the RDATA, a NACK arriving at a routerafter a

RDATA haspassedwill reestablishtheNACK stateall thewayto thesourcethiswill lead

to repeatedretransmissionandexposureproblem.

ActiveReliable Multicast (ARM)

ARM [9] is alsoanotherreliablemulticastprotocolbasedontheprinciplesof ActiveNet-

workingtechnology. ARM utilizesrouterbasederrorrecovery to reduceend-to-endwide
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arealatency andto distributetheloadof retransmissions.ARM usesintermediaterouters

to protectthesenderandnetworkbandwidthfrom unnecessaryfeedbackandrepairtraffic.

Intermediateroutersperformfollowing functions:

1. Data caching for local retransmissions. Routersat strategic pointsmake ’bestef-

fort’ cachingof datafor possibleretransmissions.Thetimeto cachedatais approx-

imatedasa functionof theinter-packetsendingrateandthemaxRTT (RoundTrip

Time)betweenthesenderandthe“f arthest”receiverdownstream.

2. NACK fusion and suppression. Routerscontrol implosionby droppingduplicate

NACKs and forwarding only one NACK upstreamtowardsthe source. When a

routerreceivesa NACK, it retransmitsthe repairif it is in its cache,elseit sends

theNACK towardsthesenderandmakesanentryinto asubscriptionbitmapabout

on which link thatNACK came.Routerscontrol implosionby droppingduplicate

NACKs by looking at theentriesin thesubscriptionbitmapandsendingonly one

NACK upstream.

3. Partial Multicasting for scoped retransmissions. Routersperformmulticastingof

retransmittedpackets so that they aredeliveredonly to receivers that previously

requestedthem. Retransmissionby routersis doneusing partial multicastingto

the receiverswho requestedthat packet by usinga subscriptionbitmap. Routers

alsomaintaina repair recordthat indicateson which links the routerhasalready

forwardedtherepairpacket. This repairrecordis usedto suppressNACKssentby

thereceiversbeforethey receive therepairpacket that is in transit.This solvesthe

problemof exposure.

Becauseintermediateroutersdo the retransmissions,recovery latency is reduced.

However, this approachincursadditionalburdenon the routers,which aretraditionally

consideredasstoreandforwardnodes.
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In our approach,we usean effective communicationbetweenthe participatingre-

ceivers.Weexplicitly provideall thereceiversthenecessaryinformationaboutthetopol-

ogy (pathto thesender)of themulticastsessionusinga new Sender-Initiated Multicast

Trace-Route mechanismaswell asinformationaboutnearbyparticipatingreceiversusing

a Limited Scope Receiver Information Delivery mechanism.This reducesthe overhead

put on the routersby PGM [8], LMS [7], ARM [9] androutersarefreedfrom the ad-

ditional burdenof taking part in the loss recovery processof the endhosts. Sincethe

receiversreceive informationaboutthenearbyreceiversaswell asthepathto thesender

they groupthemselvesto recover from the losswith a minimum recovery latency. Also

the routersdo not have to do cachingof dataasdoneby ARM [9] anddo not have to

generatethepacketslike NACK confirmations(NCFs)asdonein PGM [8], do not have

to keepthe lossstatisticsof theattachedlinks asdonein LMS [7]. In our approach,the

retransmissionof thelost packetsis donefrom anearbyreceiverwhichhastherequested

packet which is determinedby the useof WAIT packetsandroutersdo not take part in

thelossrecoveryprocess.

2.4.4 ResilientMulticast Protocol

Differentmultimediaapplicationslike Video-On-DemandandVideo-conferencingover

theInternetmayrequireIP Multicastservice.Sincereal-timedeliveryof packetsis essen-

tial for continuousplaybackof audio/videostreams,it hasbeenbelievedthatattempting

to recover from lostpacketsis not importantor evennot feasible.Instead,it hasbeenob-

servedthatmultimediaapplicationscantoleratecertainamountof packetloss,hencemost

of the researchis concentratedon devising adaptationtechniquesto minimize effect of

packet lossandvariabledelays.But sincemultimediaapplicationsalreadyconsumea lot

of bandwidthsuchtechniquesaddto thebandwidthutilization. Someresilient protocols

havebeendevelopedthatallow retransmissionsto achievehigherquality. STORM[10] is
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onesuchprotocol.

Structure Oriented Resilient Multicast (STORM)

STORM [10] is a resilientmulticastprotocol in which groupparticipantsself-organize

themselvesinto adynamicallybuilt distributionstructureandusethestructureto recover

lost packetsfrom adjacentnodes.STORM is developedwith two featuresof multimedia

applicationsin mind:

1. minimize overheadof control packetssincemultimediaapplicationsalreadycon-

sumelargeamountof bandwidth.

2. minimizedelayin recoveryof packetssincepacketsarriving latewill bediscarded.

STORM distributesNACKs and repair packets along the structure. Eachreceiver

selectsits parentnodedependingupon the quality of the parentnodein termsof loss

experiencedby the candidateparentnodeandthe receiver’s own playbackbuffer size.

The playbackbuffer sizedetermineshow late cana packet aswell asa repairarrive at

the receiver andstill beuseful. Whena receiver detectsa packet lossit selectsa parent

nodefrom the parentlist and sendsa unicastNACK for that packet to the parent. If

after a certaintime out if the packet hasnot arrived, then it selectsanotherparentand

sendsanotherNACK. This continuesuntil thepacket is recoveredor thereis no needto

recover it any moresincetherecoveredpacket will bediscarded.Whena parentreceives

a NACK it immediatelyunicaststhe repairpacket to the child if the repair is available.

Sincetherepairis unicastto thechild if therearemany nodesexperiencingthesameloss

therewill bemoreretransmissions,which reducetheeffective bandwidthutilization and

if downstreamnodeschoosesamenodeasaparentit canflood theparent.

In STORM, sinceeachreceiversendstherequestto its parentnode,in caseof global

loss,somereceiverswhich areexperiencingthe samelosswill be receiving the request
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packetsfrom theotherreceivers.In ourapproach,a local replierreceiverexplicitly sends

a specialWAIT packet to the nearbyreceiver(s)attachedto the samemulticastcapable

routerto which the replier itself is attached.This hastheeffect that the root of the loss

subtreeis foundwhena local replierneartherootof thelosssubtreedoesnot receiveany

WAIT packetsentby its upstreamreplier. Thedecisionto sendtherequestis alsodecided

uponthedelaythat thelocal replier is goingto experiencefor therecovery of thepacket

from its upstreamreplier receiver. If the expectedrecovery latency for a repair is more

thanthe play-out time for the packet, the replier simply doesnot sendany requestand

theoverheadof unnecessaryrepairpacket injectedin thelosssubtreeis avoided.Wealso

make the receivers“smarter” by checkingif the repairpacket canbe usefuldepending

uponthe playbackbuffer sizeof the receiver andthe expectedrecovery latency for the

lost packet.

In STORM, eachreceiverhasto maintaininformationaboutall theparticipantsin the

session.Thisleadsto moreoverheadonthesession.In ourapproach,weareavoidingthat

eachreceiverneedto storeinformationabouteachotherparticipant.Weaskthereceivers

to storeonly theinformationof thereceiversthatareattachedto thesamemulticastrouter

asitself andotherreceiversattachedto next upstreamrouter. This reducesthecommuni-

cationbetweenthereceiversastherequestfor lost packet travelseitherat thesamelevel

in thetreeor only onelevel up thetree.

As IP Multicast is a besteffort servicewhich usesUDP asthe transportlayerproto-

col, lossesareboundto occurduringa multicastsession.To recover from losses,either

senderbasedapproachor receiverbasedapproachcanbeused.Senderbasedapproaches

have the problemof recovery latency aswell asACK Implosion. In receiver basedap-

proaches,receiverssharetheresponsibilityof helpingotherreceiversto recover from the

loss.Howevertheseapproachesneedto considertheimplosion andexposure problemsas

discussedin Chapter1. Most of the reliablemulticastprotocolsrecover eachandevery
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packet. To avoid theimplosionandexposureproblems,mostof theprotocolseithertrade

recovery latency or addmorefunctionality in the routers. However, ContinuousMedia

applicationsare loss tolerantbut aredelaysensitive. Hence,for suchapplications,the

recoveryof a lostpacketshouldbedonein realtime to avoid unnecessaryrepairreceived

after the packet becomesuselessfor the applicationdueto real time natureof the data.

Also, suchapplicationsdo not needthefully reliablerecovery providedby theprotocols

likeSRM[6], PGM[8] andARM [9]. STORM [10] is aresilientmulticastprotocolwhich

takesinto accounttheContinuousMediacharacteristicsandtriesto recovera lost packet

till it concludesthattherepairis goingto beuseless.

27



Chapter 3

Approach

Our approachof the protocolwork is motivatedby the argumentthat routersshouldbe

keptassimpleaspossibleandthey shouldnot takepart in theend-to-endissueslike loss

detectionand recovery. In our approach,the endhostsperform loss recovery tasksof

finding thata losshasoccurredandrecoveringfrom thelossin themosteffectiveway in

termsof recovery latency andwithout theimplosionandexposureproblems(describedin

Chapter1).

Our lossrecovery techniqueworksdifferentlyfor theGlobal Loss andLocal Loss:

� Global Loss Recovery

If lossoccurson the ‘trunk link’ the receiver closestto the root of the losssub-

treeexperiencesthelossfirst. Soit shouldbeableto sendtheNACK to thereceiver

and/orsenderwhicheveris closestto it andis abovethelosslink. Thesenderand/or

thereceivershouldsendtherepairpacket to therootof thelosssubtreefrom where

sub-castingof therepairto thelosssubtreeis done.

� Local Loss Recovery

If loss occurson the leaf link(s) then ‘sub-casting’shouldnot be doneto avoid
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unnecessaryrepairpackets.Insteadtherepairshouldbeunicasted.In thiscase,the

lossshouldbeableto be recoveredby theco-ordinationof the receiverscloserto

eachotheri.e. by someotherreceiverattachedto thesamemulticastcapablerouter

or thenext nearbyreceiverupthetree,avoidingothernearbyreceiverstheoverhead

of processingunnecessarycontrolpackets.

Our approach,theWAIT protocol,triesto reducetheoverheadon routersandtriesto

avoid the routersto participatein theendhostissues.For reducingtheoverheadon the

routers,thereceiverscanbenefitfrom having sometopologyinformationthatcanbeused

duringthelossrecoveryprocess.Receiversthatknow abouttheirneighborsparticipating

in themulticastsessioncommunicatewith eachotherto recover from packet losses.To

provide informationto thereceiversaboutits neighborswe useanefficient routetracing

mechanismwith minimum overheadon routers. Section3.1 describesmulticasttrace-

routemechanismin detail.

In order to have an efficient mechanismto recover from global and local loss (as

discussedin Chapter1), we observed that thereshouldbe an explicit communication

betweenthereceiversto decidethetypeof lossaswell asthe losspoint in themulticast

tree.For this,weelectsomereceiversasgroupheadsdependingupontheirpositionin the

treeandthesegroupheadssendaspecialWAIT packet to otherdesignatedreceiversin its

neighborhood.TheWAIT packetsfunctionasthesuppressorsof theNACKs thatcanbe

sentbyothernearbyreceiversto thegroupheadwhichmightleadto groupheadlink being

congested.To caterto the commonlossexperiencedby somereceiversbelow the loss

pointin aneffectiveway, weusesub-casting. In sub-casting, therepairpacketis unicasted

to theroot of thelosssubtreewhich is therouterthathaddroppedthepacket previously,

andthisrouterthenmulticaststherepairpacketto theotherdownstreamreceivers.Section

3.4describessub-castingin detail.

Our approachtries to develop a mechanismwhereinnot all the packetsneedto be
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recovered,asthis could still result in acceptablemultimediaquality. Whenever the re-

ceiversrecordmore loss thanthe decidedsessionlossthreshold,the receiversstart the

lossrecovery process.Similarly, thedecisionto sendtheNACK andWAIT packetsare

decidedbaseduponthelosspercentageaswell astherecovery latency expectedandthe

playbackbuffer sizeof the receivers. Section3.4 describeshow the lossdetectionand

recoverymechanismfor our proposedWAIT protocolworks.

3.1 SenderInitiated Multicast Traceroute

Typically, areceiverdrivenapproachis usedfor tracingtherouteto thesenderof any data

packet. The receiver sendsthe traceroutepacketstowardsthesourcein orderto get the

pathto thesource.However, in amulticastsession,receiverdriventraceroutewill leadto

overheadon thenetwork asmoreandmorepacketswill beinjectedin thenetwork. The

overheadincreaseslinearlywith thenumberof participantsin amulticastsession.

In our approach,thesenderin themulticastsessionis responsiblefor the routetrac-

ing from itself to all the receivers. The sendersendsa specialtraceroutepacket in the

multicasttree,which follows thesamepathalongthetreesetupby themulticastrouting

algorithmfor themulticastsession.Whenthemulticastcapablerouteralongthepathof

the treeencounterssucha packet it addsits addressinto thepacket. The packet is then

forwardedthroughall theinterfacesleadingto theotherreceiversparticipatingin themul-

ticastsessionand/orothermulticastcapableroutersthat arealongthe multicastpathto

theparticipants.Figure3.1shows this concept.Eachreceiverparticipatingin thesession

neednot tracepathto thesourceindividually, saving overheadon thenetwork in thecase

of many receivers.

By using the information in the traceroutepacket all the receivers participatingin

themulticastsessionhave thepathinformationwhich canbeusedfor our proposedloss
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Figure3.1: MulticastTracerouteMechanism

recovery approach.Theinformationthatall receiversneedto know for thelossrecovery

madeavailableby thetraceroutepacketsis:

1. All themulticastrouterspresentalongthepathto thesourcefrom thereceiver.

2. The multicastrouter to which the receiver is attacheddirectly or indirectly using

theunicastrouters.

Receiver Path From Source NearestRouter UpstreamRouter
2, 3 1 1 -
5, 7 1, 4 4 1
8, 9 1, 4, 6 6 4

11,12 1, 4, 10 10 4

Table3.1: ReceiverTopologyInformation

For the multicastsessiontopology shown in Figure 1.1, the information aboutthe

topologythatis madeavailableto thereceiversparticipatingin thesession,is summarized
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in theTable3.1.Thesametraceroutepacket is alsousedto find theround-trip-time(RTT)

betweensenderandreceiverby includinga time-stampin thepacket.

3.2 Limited ScopeReceiver Inf ormation Sub-Cast

Thereceiver receiving a traceroutepacketfindsout to whichmulticastcapablerouterit is

directly attached.Thereceiver thensendsa ping requestto themulticastrouterto which

it is attachedto find theRTT to that routerfrom thereceiver. Oncethereceiver getsthe

informationabouttheRTT to therouterit thensendsaninformationpacketto therouterto

sub-casttheinformationusingtunnelingmechanismto thedownstreamreceiversattached

to thenext downstreammulticastcapablerouterto which at leastonereceiver is directly

attached.

This informationpacket hasthe sourceaddressas the addressof the senderof the

multicastsessionandthedestinationaddressasthegroupaddressof themulticastsession.

In shorttheinformationpacket hasthefollowing information:

1. Sourceaddress= SessionSenderAddress.

2. Destinationaddress= SessionGroupAddress.

3. RTT to themulticastcapablerouterto which thereceiver is attached.

4. Thetime theinformationpacket is sent.

5. Thequality this receiver is maintainingfor thesession.

The scopeof theseinformation packets are limited using time to live (TTL) field

in the packet header. This reducesthe problemof flooding the packet to all the down-

streamreceiversasthe farthestreceiver will have to processmany informationpackets.

By avoiding flooding we avoid extra overheadon the receivers. The only receiversthat
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requireinformationaboutthesenderof theinformationpacketarethereceiverswhichare

immediatelydownstreamto it aswell asreceiversattachedto thesamemulticastcapable

routerto which thesenderof theinformationpacket is attachedfor ourdesignedprotocol

to work.

Whena receiver receivesan informationpacket from the othernearbyreceiversat-

tachedto the samemulticastcapablerouteraswell asotherupstreamparticipatingre-

ceiver(s),it storestheinformationfor laterselectingthebestreplierfor thelossrecovery

of packets.Theinformationthata receiver getsfrom aninformationpacket canbesum-

marizedas:

1. Theaddressof thesenderof theinformationpacket

2. TheRTT of thesenderto its multicastcapablerouterto which it is directlyattached

in themulticasttree.

3. RTT betweenthe senderof the informationpacket andthe receiver receiving the

informationpacket.

4. Thequality that thesenderof the informationpacket is going to maintainif it be-

comesthereplierfor otherreceivers.

After the receiversreceive all the informationpacketsthey decidewhich is the best

replierreceiver for themasdescribednext in Section3.3.

3.3 Replier Receiver Selection

Finding the bestreplier for the recovery of lost packets in a multicastsessionhasthe

following goals:

1. Low recovery latency to thereplier.
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2. Directing the requestonly to the receiver that hassuccessfullyreceived the re-

questedpacket.

3. In caseof global Loss,finding the root of the losssub-treefor the startingpoint

from wheretherepairpacketswill besub-casted.

4. In caseof globalLoss,sub-casting therepairpacketsonly from theroot of theloss

sub-treesothatonly thereceiversin thelosssub-treereceive therepairpacket.

5. Avoiding the unnecessaryNACKS in the losssub-tree,astheseNACKs result in

duplicaterepairsbeingsentin thelosssubtree.

6. Allow only oneNACK to escapefrom the losssub-tree,to avoid an explosionof

repairpacketsin thelosssub-treeleadingto duplicaterepairs.

After the receiver(s) receive the informationpacket(s), the receiver(s)checkwhich

is the closestreceiver to the multicastcapablerouter to which it itself is attached.The

receiver closestto themulticastcapablerouter(in termsof RTT to therouter)actsasthe

groupheadfor the otherreceiversattachedto the samemulticastcapablerouterand is

responsiblefor therecoveryof lostpacketsexperiencedby theotherreceiversattachedto

samemulticastrouter. Thisreplieractsasthelocal replier for theotherreceiversattached

to thesamemulticastcapablerouter. And thesamereceiver asksfor the retransmission

of any packetslost on trunk links (i.e. global loss) in thetreeasdescribedlater.

Thelocalreplieralsochecksfor theupstreamclosestreceiverbyusingtheinformation

aboutthenext upstreammulticastrouterandtheclosestreceiver attachedto that router.

The decisionaboutwhich is the closestreceiver is doneusingthe router-RTT received

in the informationpacket sentby the upstreamreceiver(s). This upstreamreceiver acts

asthereplierfor thedownstreamlocal replierreceiver. Thelocal replierreceiversendsa

messageto theupstreamreplieraboutits existencein thesession.Theupstreamreceiver
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that is actually the local replier receiver for the upstreamgroupof receiverskeepsthe

informationaboutthenext downstreamlocal replierreceiver.

3.4 LossDetectionAnd LossRecovery Process

Eachreceiver keepstrackof thesequencenumberof thepacketsthatthesendersendsto

themulticastsession.Whenthereceiver receivesa packet sequencenumbergreaterthan

thenext expectedpacket sequencenumberit concludesthat thepacket is lost andstarts

thelossrecoveryprocess.

The lossrecovery processin theWAIT protocolis divided into two partsdepending

upontheapproximatepoint of lossof thepacket in themulticasttree. Thepoint of loss

is difficult to determineandat the sametime importantin order to avoid unnecessary

NACKsandrepairs.Thelosscanoccuroneitherthetrunk link(s) (global loss) or theleaf

link(s) (local loss) asdescribedin Chapter1.

3.4.1 Case1: Global Loss Recovery

In this case,the lossoccurson the trunk link. For example,for the topologyshown in

Figure1.1,if thelossoccurson thelink 1-4,all thereceivers(5, 7, 8, 9, 11,12) down the

link experiencethatloss.Thereceiverclosestto theloss,receiver 5, experiencestheloss

first asit is theclosestreceiver to router4. Eachreceiver startsits recovery mechanism

to recover from the loss. As describedearlier, receiversknow abouttheir own replier

receiversaswell astheresponsibilitythatthereceiversmighthaveto carryfor otherlocal

receivers.Table3.2givesanexampleof therelationshipbetweenthereceivers.Thetable

canbereadas:

1. For receiver5, 7 is thereplierreceiverand
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Receiver Replier Receiver
2 0
3 2
5 2
7 5
9 5
8 9
11 5
12 11

Table3.2: Receiver-ReplierRelationship

2. For receiver12 , 11 is thereplierreceiverandsoon.

Figure3.2: LossDetectionandWAIT Mechanism

As receiver 5 experienceslossoccurredon link 1 - 4 first, it sendsa specialWAIT

packet to all the local receiversi.e. receiversattachedto the samerouteraswell asthe

next downstreamlocal replier receiver. Similarly, receiver 9 sendsa WAIT packet to
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Receiver SendingWAIT Receiver(s) receiving WAIT
2 3, 5
5 7, 9, 11
9 8
11 12

Table3.3: WAIT Packet Flow

receiver8 andsoon,asshown in Figure3.4.4.Table3.4.4summarizestheflow of WAIT

packetsto thereceivers.

Figure3.3: NackReceiptat theReplier

Whenthereceiversreceive theWAIT packet sentfor thesequencenumber(s)it does

not sendany NACK to its replierreceiver. Thelossin this casehasoccurredon link 1-4

andhencereceiver 2 hasreceived the packet andit doesnot sendany WAIT packet to

receiver5. As thereceiver5 doesnot receiveany WAIT packet from its replierreceiver2,
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it determinesthat it is theclosestreceiver to thepoint of loss.Eachlocal replierreceiver

(e.g. 2, 5, 9, 11 ) waits for the amountof time equalto the RTT betweenthe replier

receiver anditself. Whena local replier receiver doesnot receive any WAIT packet for

the lost packet(s),it decidesto sendthe NACK to the upstreamreplier receiver. In this

case,receiver 5 doesnot receive any WAIT for the lost packet(s)so it sendsa NACK to

theupstreamreplierreceiver (receiver2) asshown in Figure3.3.

TheNACK sentby a local replier receiver consistsof thefollowing information:

1. Sequencenumberof thelost packet thatis to beretransmitted.

2. Theaddressof themulticastcapablerouterwhich is therootof thelosssub-tree.

3. In caseof bursty loss,thestartingsequencenumberof the lossburstandtheburst

length.

WhenareplierreceiverreceivesaNACK sentby thenext downstreamreplierreceiver,

it checksfor theavailability of thepacket with it. If it finds that the requestedpacket is

availablewith it, thenit encapsulates therequestedpacket into anotherpacket addressed

to the router which is assumedto be the root of loss subtree. This router addressis

informedby thesenderof theNACK to the replier receiver. In our example,receiver 5

informsreceiver2 to sendtherepairto therouter4.

Therepairpacket is thensentto thedesignatedrouter. Therouterwith its addressas

thedestinationaddressof thepacket thenstripsoff theouterpacket andthensub-castsit

down thetreeasshown in Figure3.4.

In our example,whenlossoccurson the link 1-4, the following sequenceof events

takeplace:

1. Receiver 5 waits to receive any WAIT packet from theupstreamreceiver 2. Since

receiver2 hasnotexperiencedany lossit doesnotsendany WAIT packetto receiver

5.
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Figure3.4: RouterSub-castMechanism

2. Receiver 5 doesnot get any WAIT packet from receiver 2 after the expiration of

thetime of oneRTT to thereceiver 2. Receiver 5 concludesthat losshasoccurred

on link 1-4 andsendsa NACK to receiver2 with thelost sequencenumberandthe

addressof therouter4.

3. Receiver2 receivestheNACK andchecksfor theavailability of thepacket.

4. If it finds the requestedpacket in its play-backbuffer, it encapsulatesthe repair

packet in a packet with destinationaddressof router4. The inner packet hasits

sourceaddressas the sourceaddressof the session(addressof node0) and the

destinationaddressasthegroupaddressof themulticastsession.

5. Receiver2 sendstheencapsulatedrepairpacket to therouter4.
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6. Router4 receivestheencapsulatedpacket anddecapsulatesit.

7. Router4 looks at the sourceanddestinationaddressof the inner packet andfor-

wardsthepacket on theappropriateinterfaceleadingto otherreceiversin the loss

subtree.

8. Thedownstreamrouters6 and10delivertherepairpacketasif it is anormalsession

packet.

3.4.2 Case2: Local Loss recovery

In caseof lossoccurringon thelinks otherthanthe‘trunk links’ in thetree,theworking

of WAIT protocolis different.

Thereceiver (receiver(s)otherthanthereplier receiver(s))experiencingthe lossfirst

waitsfor its local replierreceiver to sendaWAIT packet. Whenthereceiverfindsthatthe

local replier hasnot sentany WAIT packet for the samelossafter waiting for oneRTT

to the local replier, it concludesthat the losshasoccurredon its link to the routerand

alsoconcludesthat thelost packet is availablewith thelocal replierreceiver andsendsa

NACK to thelocal replieraskingfor thelost packet.

A local receiver receiving a NACK sentby its neighboringreceiver checksfor the

availability of therequestedpacket with it. If it is availablethelocal replierthenunicasts

therepairpacket to therequester. Hereno sub-castingmechanismis usedandhencethe

NACK doesnotcontainany routeraddress.

Thefollowing eventsoccurin caseof Local Loss Recovery whenlossoccurson link

4-7:

1. Receiver 7 detectsthe lossandwaits for the WAIT packet beingsentby its local

replierreceiver5.

40



2. Receiver 7 doesnot receive any WAIT packet from the receiver 5 andconcludes

thatthelosshasoccurredon link 4-7.

3. Receiver7 sendsNACK to its local replierreceiver5.

4. Receiver5 receivestheNACK sentby thereceiver7 andchecksfor theavailability

of thepacket with it.

5. Receiver5 unicaststherepairpacket to thereceiver7.

6. Receiver 7 receivestherepairpacket andfinishesthelossrecovery processfor the

lost packet.

3.4.3 SpecialCase:Replier Link Loss

If lossoccurson a replier link thenthereplier receiver incorrectlyassumesthat the loss

hasoccurredon thetrunk link andstartstheGlobal Loss Recovery process.Thereceiver

sendsa WAIT packet to thenearbyreceiversandalsowaits to receive any WAIT packet

from theupstreamreceiver. Whenit doesnot receive any WAIT packet from its replier

receiver it incorrectlyconcludesthat the losshasoccurredon thetrunk link andsendsa

NACK to its upstreamreplierreceiver. Heretwo casesarepossible:

1. Neighbor Receiver Closer than the Upstream Replier Receiver:

In this case,a receiver is closerto the replier receiver than the upstreamreplier

receiver in termsof RTT asshown below:

RTT / 2 of the neighbor " RTT / 2 of the upstream replier receiver.

Theneighbordecidesto sendtherepairasit hasdeterminedthat its reply is going

to reachthe local replier receiver before it times out and sendsa NACK to the

upstreamreplier.
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In ourexample,receiver5 experiencesaloss(becauseof lossonlink 4-5)andsends

a WAIT to othernearbyreceivers. Receiver 7 receivestheWAIT packet. It looks

into its tableof neighborsandfindsout that it is closerto thelocal replierreceiver

(receiver 5) thanthe upstreamreplier (receiver 2) andhencedecidesthat a repair

packet sentby it will bedeliveredto thereceiver 5 beforereceiver 5 timesout and

sendsaNACK to receiver2. Therefore,receiver5 sendsarepairpacket to receiver

2. Receiver2 receivestherepairanddoesnotsendaNACK to receiver2 askingfor

sub-castingtherepairpacket to theincorrectlyassumedlosstreeby thereceiver 5.

Thisavoidstheexposure problem,in thecaseof replierlink loss.

2. Neighbor Receiver farther than the Upstream Replier Receiver

In this case,a receiver is fartherto the replier receiver than the upstreamreplier

receiver in termsof RTT asshown below:

RTT / 2 of the neighbor # RTT / 2 of the upstream replier receiver.

In our example,if receiver 5 (the local replier) experiencesloss(becauseof loss

on link 4-5) andsendstheWAIT packet, receiver 7 receivestheWAIT packet and

checksif thepacket is availablewith it. It alsocheckstheRTT betweenthe local

replierandtheupstreamreplierandalsotheRTT betweenitself andthelocalreplier.

If it findsthattheupstreamreplier is closerto it thanitself to thelocal replierthen

it decidesnot to sendany repairasreceiver 5 is goingto timeoutbeforetherepair

packet sentby it reachesreceiver 5. To improve therecovery latency of receiver5,

receiver7 mightbeaskedto sendtherepairpacket asit will reachbeforetherepair

sentby the upstreamreplier, thusall the receiversdown the router4 aregoing to

getduplicatesif this approachis taken. In this casewe cannot avoid theexposure

problem.
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3.4.4 ResilientWAIT

Above we discussedaboutrecoveringeachandevery lost packet by usingour ap-

proach. However, we pointedout in Chapter2 that multimediaapplicationscan

toleratesomeamountof packet lossbut aredelaysensitive. We make useof these

characteristicsof multimediaapplicationsto configureour protocolto work effec-

tively for multimediamulticastapplications.

BeforesendingtheWAIT or NACK packeteachreceivercheckstheamountof loss

that it hasexperienced.If theamountof lossis below thetolerableamountof loss

by themultimediaapplication,thenthereceiversdo not sendany WAIT or NACK

packets. Also, if the replier receiversfind that the expectedrecovery latency for

thelost packet is morethanits playbackbuffer size,they do notsendany WAIT or

NACK packets.

WAIT is designedto be a tunableresilientmulticastprotocolwhich canbe used

for differentquality requirementsof multimediamulticastsessions.Our approach

givesmore emphasison local recovery by requestingthe retransmissionfrom a

nearbyreceiver. The receiver selectreplier receiversaccordingto the information

they get from the topology(Section3.3). By usingtheWAIT packetsfinding the

rootof losssub-treewithout thenetwork supportis possible.And in caseof global

lossthe replier receiver sendsan encapsulatedpacket to the root of losssub-tree

from wherethe repairis forwardedusingnormalIP Multicast forwardingmecha-

nism(Section3.4.1).In caseof local loss,WAIT recoversthelostpacketusinguni-

castmechanismfrom a local replier receiver attachedto thesamemulticastrouter

to whichthereceiverexperiencingthelossis attached(Section3.4.2).This reduces

the unnecessaryrequestsand repairsseenby other receivers. WAIT addsmore

functionality in thereceiversthanin the routerswhich is thecasefor someof the
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routerassistedprotocolslikePGM [8] andARM [9]. UsingtheContinuousMedia

characteristics(losstoleranceanddelaysensitivity) WAIT reducesoverheadonthe

sessionby not requestingany lostpacket till thereceiversexperiencelossabovethe

tolerablelossthresholdfor the sessionor if the receiversconcludethat the repair

packet is goingto beuselessbecauseof realtimenatureof thedata(Section3.4.4).
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Chapter 4

Simulation Designand Implementation

For studyingour proposedapproach,WAIT, for loss recovery in multimediamulticast

sessions,we usedaneventdrivennetwork simulatorNS2(Network Simulator- Version

2) [11]. NS2hasgainedacceptancein theresearchcommunitybecauseof its rich support

for the IP network componentslike TCP (Tahoe,Reno,Vegas)andUDP agents.NS2

alsosupportsmulticast.SRM [6] is alsoincorporatedinto NS2. NS2hasa rich API for

developingvarioustypesof agentsthatcanbeattachedto theIP network nodesto develop

new protocolsandalsosupportsa ConstantBit Rate(CBR) traffic generatorwhich we

usedin our performancestudies.

4.1 Implementation

We have designedand implementedthreeagentsfor the WAIT protocol: Wait-Sender,

Wait-Agent andWait-Receiver. All theseagentsdevelopedarederivedfrom thebaseclass

Agent in NS2. We alsodevelopeda new WaitErrorModel for controlledsimulationof

loss.
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4.1.1 Wait-SenderAgent

A Wait-SenderagentsendsapplicationDATA packetsaswell asthe trace-routepackets

in themulticasttree. BeforesendingtheDATA packetsthis agentaddsits own protocol

specificheadersto thepackets.EachtimeaDATA packet is sentatsomeconstantinterval

of time, it addsto its headera sequencenumberfor thedatapacket which is usedby the

Wait-Receiveragentto detectlossusinggap-detectionmechanism.

4.1.2 Wait-Receiver Agent

Thecorefunctionalityof theworkingof theWAIT protocolis designedandimplemented

in this agent.

To addthefunctionalityof amultimediaclient in ourdesign,we implementedaplay-

back buffer mechanismin this agent. The playbackbuffer is usedto keeptrack of the

packets received, packets lost, packets repairedaswell asthe maximumdelaythat the

receiver shouldtoleratefor the recovery of the lost packet. This playbackbuffer is also

usedto collect thestatisticsafter thesimulationrun. TheWait-Receiver agentperforms

thefollowing functionsdependinguponthetypeof packet it hasreceived:

1. WAIT-TRACE-ROUTE packet:

WhenaWait-ReceiveragentreceivesaTRACE-ROUTEpacketsentby thesender,

theagentstoresthepath.It thenfindsthelastaddressof themulticastrouterwhich

is theaddressof themulticastrouterto which it is attached.

2. WAIT-PINGpacket:

Whena Wait-Receiver receivesa PING packet, it calculatestheRTT to thenearest

multicastrouterandstoresit. ThentheWait-Receiver sendsaninformationpacket

containinginformationaboutitself, asdescribedin theSection3.2, to otherdown-

streamreceivers.
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3. WAIT-RECEIVER-INFOpacket:

Whenthe Wait-Receiver agentreceivesa RECEIVER-INFOpacket, it storesthe

informationaboutthe receiver in a tablewhich it useslater on to decidethe best

replierfor thereceiverasdescribedin theSection3.3.

4. WAIT-DATA packet:

WhenaWait-ReceiverreceivesaDATA packet,it simplyhandstheDATA packetto

theplaybackbuffer to checkfor any lost packet. If theplaybackbuffer informsthe

receiver that a losshasoccurred,it checksif the lossexperiencedby the receiver

is above the quality limits set for the session.If the loss is below the threshold,

it doesnot start the recovery process.If loss is above the threshold,it first starts

the processof replier selection(asdescribedin Section3.3) andthenit startsthe

recovery process(asdescribedin theSection3.4). It startsa NACK timer to send

theNACK for thelossof packet(s)dependinguponthedelaybetweenthereceiver

andits replierreceiver.

5. WAIT-WAIT packet:

WhenaWait-ReceiverreceivesaWAIT packet, it checksif thereis any outstanding

NACK timer beingsetto fire a NACK for the sequencenumber(s)sentusingthe

WAIT packet. If thereis any NACK timer pendingfor the sequencenumber(s),

the receiver cancelsthatNACK timer. If the receiver doesnot receive any WAIT

packet beforetheRTT betweenitself andits replier, it sendstheNACK askingfor

therepairof thepacket usingeitherunicastor sub-castmechanismasdescribedin

Section3.4

6. WAIT-NACK packet:

Whena Wait-Receiver receivesa NACK packet sentby thesomeotherreceiver, it
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queriestheplaybackbuffer to checkfor theavailability of thepacketin theplayback

buffer. If the playbackbuffer informs aboutthe availability of the packet it then

eitherencapsulatestherepairpacket or sendsit directly to therequester.

7. WAIT-REPAIR packet:

Whena Wait-Receiver receivesa REPAIR packet, it handsthat over to the play-

backbuffer andalsochecksif the REPAIR packet wassentusingeithersub-cast

or uni-castmechanism.If a uni-castmechanismhasbeenusedwhile sendingthe

repairand if that receiver hasreceived a NACK for the sequencenumberthen it

uni-casts/sub-casts(dependinguponthe typeof repairrequested)therepairto the

requester.

4.1.3 Wait-Agent Agent

The Wait-Agentagentmimics the behavior of a multicastcapablerouterattachedto a

node.It workson topof theothermulticastroutingprotocolsbeingimplementedin NS2.

ThemulticastroutingprotocolsusetheNodesAPI for their functionality. If a packet is

not of a typeof packet sentby theWait-Sender, thentheNodesAPI forwardsthepacket

usingtheroutingtablesusedin thenodes.WhenaWait-Agentagentreceivesapacket of

typewhich is WAIT specificit carriesout following functionalities:

1. WAIT-DATA packet:

When the Wait-Agent receives a DATA packet it checksif the error flag in the

packet is setto 1 by thepreviousWait-AgentthathasseenthisDATA packetbefore

this agent. If the error flag is set to 1, it concludesthat the packet shouldnot be

forwardeddown thetreeandit dropsthepacket creatinglosson thelink on which

it receivesthepacket. If theerrorflag is not setto 1, theWait-Agenthandsover the
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packet to thenodeto which it is attachedso that thenodecanforward thepacket

on theinterfacesleadingto theotherparticipantsin themulticasttree.

2. WAIT-TRACE-ROUTE packet:

WhentheWait-AgentreceivesaTRACE-ROUTEpacket,it simplyaddsits address

(the nodeaddress)in the packet and forwardsthat packet on all links leadingto

otherparticipantsin themulticastsessionasshown in theFigure3.1.

3. WAIT-PINGpacket:

WhentheWait-Agentreceivesa PING packet sentby thereceiver, it simply sends

thatsamepacket backto thesenderof thePING packet.

4. WAIT-RECEIVER-INFOpacket:

Whena Wait-Agentreceivesa RECEIVERINFO packet it checksfor the time to

live (TTL) value in the packet header. If the value is found to be
�

it dropsthe

packet. If the valueis not
�
, it forwardsthe packet on the links leadingto other

participantsdown thetree.

5. WAIT-WAIT packet:

When the Wait-Agent receivesa WAIT packet, it forwardsthe packet to all the

receiversattachedto therouterto which it is attached.

6. WAIT-NACK packet:

Whena Wait-Agent receivesa NACK packet, it forwardsthat packet to the un-

derlying forwardingmechanismwhich sendsthe NACK packet to the destination

addressof thepacket.

7. WAIT-REPAIR packet:

49



Whena Wait-Agentreceivesa REPAIR packet, it checkswhetherthe destination

addressof thepacket is sameasits own nodeaddress.If theaddressesarethesame,

it concludesthat it hasreceived an encapsulatedpacket and hencedecapsulates

the inner packet. It thenforwardsthis inner repairpacket to the links leadingto

the other downstreamparticipantsin the multicastsessionusing the forwarding

mechanismof thenodeto which it is attachedasshown in Figure3.4.

4.1.4 WaitErr orModel

In NS2, lossescanbesimulatedby usingdifferentimplementationsof theerror-models

(list error-model,Selecterror-model,andPeriodicerror-modelto namea few). But none

of theerror-modelprovidesthenecessaryfunctionalityto simulatelossesof someprede-

finedlosspercentage.

For studyingthe effectsof bursty aswell as randomlosseson the links depending

upon the quality set by the receivers, we implementeda new WaitErrorModel,which

dropspacketsonthelinks dependinguponthelosspercentagesetby thesimulationsetup.

Whenever, thelossonthelink is below thedesiredloss,theerror-modelsetstheerrorflag

in the headerof the DATA packetsto 1, indicatingthat this packet needsto be dropped

for simulatingtheloss.

4.1.5 Miscellaneous

In the caseof two or more receivers having exactly the samedelay (which is usually

not the casein the real world) to a sameattachedrouter in the simulationand if these

receivershave a raceconditionfor the local replier position,we usethe addressof the

nodesto breakthe tie. For example,if receiver 5 andreceiver 7 have thesamedelayto

router4 thenthereceiverwhich hasthelowernodeaddressactsasthereplierreceiver.
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4.2 Simulation Setup

Figure4.1: Snapshotof Network AnimatorTool (NAM) andtheTopologyUsedfor the
SimulationRuns.

To carry out the performancestudy of our approach,we carriedout a numberof

simulationrunsusing the WAIT protocolagents,SRM [6] agentsaswell asPGM [8]

protocolagents. In order to study the effectsof lossandthe lossrecovery mechanism

weusedfour differentconfigurationsof WAIT protocolagents.Weconfiguredtheagents

to maintainthe desiredquality of 100%,98%, 95%, and90% for the simulationruns.

Here,quality for 100%configurationmeansthat all lost packets needto be recovered

51



Minimum Delay (msec) Maximum Delay (msec)
1X 2 25
2X 4 50
5X 10 125

Table4.1: Minimum andMaximumLink Delays(msec)usedduringthesimulationruns.

andquality for 95%meanstheagentallows for 5% packetsto belost anddo not askfor

the repair for 5% lost packets. We useda 100%configurationto compareWAIT with

fully-reliable protocolsPGM [8] andSRM [6]. Otherconfigurationswereusedto study

theeffectsof WAIT by consideringContinuousMediacharacteristicsonthenetwork. We

useda maximumof 10% tolerablelosssinceusuallytolerablelossfor an audiostream

is around5%. We createda topologyasshown in Figure1.1. For the evaluationand

debuggingpurposewe usedtheNetwork Animator (NAM) tool asshown in Figure4.1.

Thetool provedto beveryusefulduringdebuggingtheprotocolactions.

The Wait-Senderagentis attachedto node0, Wait-Agentagentis attachedto nodes

1, 4, 6 and10. The Wait-Receiver agentsareattachedto nodes2, 3, 5, 7, 8, 9, 11 and

12. The Wait-Senderagentwasconfiguredto mimic the behavior of an audiostream.

TheWait-SenderAgentsendsa DATA packet every 160milliseconds(audiopacketsof

20 millisecondssampledat 8,000Hz).

To studytheeffect of differentlink delayson theaveragerecovery latency aswell as

end-to-endlatency experiencedby theagents,we addedmaximumandminimumdelays

for thelinks in thetopologyasshown in Table4.1.

To studytheeffectof variouslink losspercentageontheoverheadexperiencedby the

agents,weadded2%,4%,6%,8%and10%link losspercentagesoneachlink. Table4.2

summarizesper-link losspercentageandthemaximumlossexperiencedby any receiver

in thesimulationrun.

In orderto studythebehavior of differentWAIT agentflavorswe ranthesimulation
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LossPer Link (Percent) Minimum Loss(Percent) Maximum Loss(Percent)
2 4 6
4 8 12
6 12 18
8 16 24
10 20 30

Table 4.2: Minimum and Maximum Link Loss (Percent)experiencedby any receiver
duringthesimulationruns.

testsonall thecombinationsof theabovedescribedscenariosusingdifferentperlink loss

percentageandlink delays.We alsoranthesametestsfor SRM[6] andPGM[8] agents.

4.2.1 Simulation Run Time Selection

In orderto getstablestatisticsfor theabovementionedcombinationsof theagentsaswell

asnetwork scenarios,we ran the simulationsfor differentdurationsasshown in Figure

4.2 andstudiedtheaveragerecovery latency (Seconds)reportedby theprotocolagents.

We found that for 10 and50 seconddurationof thesimulationrun, the resultswerenot

uniform, asshowed by the variationin the recordedvalues. For the simulationrunsof

100and500secondswe observed that thevaluesremainalmostconstantasindictedby

the valuesbeingalmostsamefor differentconfigurationof the WAIT protocolagents.

Therefore,weconcludedthatthedurationfor thesimulationruncansafelybekeptat100

secondsin orderto getstablestatistics.

We ran the simulationtestsfor 100 secondsdurationfor all the above mentioned

combinationsof topologyandprotocolagents.The next chapter(Chapter5) describes

theresultsandanalysisof thesimulationruns.

We implementedour approachin aneventdrivensimulatorNS2.Wedevelopedthree

agentsthe Wait-Sender, Wait-Receiver andWait-Agentagentsto simulatethe function-

ality of theWAIT protocol(Section4.1). We alsodevelopedanerror-modelwhich sim-
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Figure4.2: SimulationRunTime Determination:Graphof Recovery Latency (Seconds)
versus SimulationDuration(Seconds)

ulateslossof desiredpercentageon the links in the topology(Section4.1.4). Dif ferent

topologiesandscenariosweresimulatedusingdifferentlink delaysandper-link lossper-

centagesto studytheeffectsof lossanddelayson theWAIT protocol(Section4.2). We

ran our simulationsfor differentdurationsto decidefor the durationof the simulation

runs(Section4.2.1).
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Chapter 5

Simulation Resultsand Analysis

We presenta comparisonof our proposedWAIT protocolusing the metricsmentioned

below with SRM [6] and PGM [8]. We also describethe overheadthat the receivers

experiencebecauseof our approach.We alsopresentresultsthat canbeusedby multi-

mediaapplicationwith differentquality requirementsin termsof lossallowedaswell as

recoveryandend-to-endlatency.

For evaluationpurposeweusefollowing metrics:

� AverageRecoveryLatency: Theaverageof thedelaythateachreceiverexperienced

from thelossdetectiontill thearrival of therepairpacket.

� AverageEnd-to-EndLatency: Theaverageend-to-endlatency experiencedby the

sessionparticipantsdueto therecoveryprocess.

� PercentageOverhead:Theoverheadin termsof thecontrolmessagesbeingsentfor

therecoveryprocess.

� PercentageRecovery: The quality maintainedby the receivers for differentcon-

figurationsof theWAIT protocol. It determinesthepercentageof packetsthathas

beenrecoveredduringthesession.
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5.1 WAIT Performance

First, we presentthe performanceof the WAIT protocolfor a 98% quality requirement

for a multicastsession(this meansthat the agentscantolerate2% of packet loss). We

achievedthisby settingthedesiredqualitythatshouldbemaintainedby theWait-Receiver

agentsto be98%.

5.1.1 WAIT Performance- Fixed Link Delays

For studyingthebehavior of ourproposedWAIT protocolwith a98%qualityrequirement

on a particulartopology, we simulatedlossof 2%, 4%, 6%, 8% and10% on eachlink

usingthetopology2X with minimumandmaximumper-link delayssetasshown in Table

4.1

WAIT Overhead

We calculatedtheoverheadexperiencedby the receiversbecauseof theWAIT protocol

andthentook theaverageof it to decidetheoverall sessionoverhead.As shown by the

graphin Figure5.1, the overheadgrows linearly asper-link lossis increased.With the

overheadbeingnearto 7.5%for 2% losson eachlink andabout38% for 10% losson

eachlink.

WAIT AverageRecovery Latency

In the graphin Figure5.2, we presentthe averagerecovery latency experiencedby the

receiversin thesession.For theper-link lossof 2%theaveragerecoverylatency is around

0.1seconds.Whereas,astheper-link lossis increased,therecoverylatency alsoincreases

to around0.13- 0.14second.We foundthatthis is mainly becauseof theincreasein the

per-link losson thetrunk link 1-4,which is thehigh latency link in thecurrentlystudied
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Figure5.1: WAIT 98%: Overheadversus Per-Link LossPercentagefor 2X Topology

topology of 2X. Sincemore and more packets on this link are recovered,the average

recovery latency keepson increasing.

WAIT Recovery Percentage

We alsostudiedtheactualpercentageof the lost packetsbeingrecovered.As shown by

thegraphin Figure5.3, we found that theactualpercentageof packetsbeingrecovered

for theentiresessionis almost sameasthatof the requestedquality of 98%. Observing

the graphit is clear that as the per-link loss is increasedto 10%, the actualrecovery

percentageis reducedto around96%. We foundthatthis is dueto a cumulativeeffect of

packetsgettinglost andthequality maintainedby thereplierreceivers.We needto study

this cumulative effect in orderto understandits implicationson the quality maintained.

We intendto studythis effectasfuturework.
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Figure 5.2: WAIT 98% : Recovery Latency versus Per-Link Loss Percentagefor 2X
Topology

5.1.2 WAIT Performance- Fixed Per Link LossPercentage

For studyingthebehavior of our proposedWAIT protocolwith 98%quality requirement

with sameper-link losspercentage,we simulatedlossof 4% on eachlink for the three

topologiesusingthe link delayssetto 1X, 2X, 5X with minimum per-link delayssetas

shown in Table4.1

WAIT Overhead

The graphin Figure5.4 shows the overheadincurredby the WAIT protocol for a 98%

quality requirementfor the threetopologies(1X, 2X, 5X) describedin Table4.1. The

overheadis calculatedusing the ratio of all the packets that the receivershasreceived

otherthantheDATA packetsto thetotalnumberof packetssentby thesender. Observing

thegraph,we foundthat theoverheadincurredfor thesessionfor 1X and2X topologies
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Figure5.3: WAIT 98% : Recovery Percentageversus Per-Link LossPercentagefor 2X
Topology

is almostsameandis around16%. But ascanbeseen,theoverheadfor the5X topology

is reducedto around8%. The main reasonbehindthis reductionin overheadis that as

the link delayis increased,thedecisionaboutwhetherto sendthe requestto the replier

dependsuponthe expectedrecovery latency. And asthe link delaysare increasedthis

decisionplaysaprominentrolein reducingtheoverheadaslatearriving packetsaregoing

to bediscardeddueto realtime natureof themultimediaapplications.

WAIT Recovery Latency

The graphin Figure5.5 shows the effect of the link delayson the averagerecovery la-

tency observedby thesession.Therecovery latency is calculatedby takingthedifference

betweenthetimethata lossis detectedandthetimewhenthelostpacket is recovered.As

seenfrom the graph,the averagerecovery latency clearly dependsuponthe link delays
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andthedecisionto recoverany lostpacket whichdependsupontheplayback-buffer size,

which for thesimulationrunswe keptat 250ms.As seen,for a 1X topology, theaverage

recovery latency observedby thereceiversis around0.07secondsandfor the2X topol-

ogy, theaveragerecovery latency is around0.13secondsasexpectedasthedelayon all

thelinks havebeendoubledfor 2X topology. However, for the5X topology, weobserved

that theaveragerecovery latency is decreasedandis around0.10secondsasthepackets

that would have taken too long to recover werenot asked for retransmission.Most of

thepacketsrecoveredarefrom receiverspresentnearto eachotherwhich hastheoverall

effectof reducedrecovery latency for thesession.

WAIT Recovery Percentage

In thegraphshown in Figure5.6,we presenttheeffect of link delayson thepercentage
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Figure5.5: WAIT 98%: RecoveryLatency versus Link Delayfor Per-Link Lossof 4%

of packets being recovered. The recovery percentageis calculatedby using the ratio

of the total numberof packets recoveredto the total numberof packets lost. As seen

from the graph,for topology1X and2X the recovery percentageis almostsameandis

around97.5%.However, for topology5X thegraphhasshown thattheaveragerecovery

percentageis around92.5%which is aswe hadexpectedassomepacketshave not been

recoveredbecauseof thehigherexpectedrecovery latency.

5.2 Comparisonof WAIT , PGM and SRM

In this sectionwe comparetheperformanceof differentconfigurationsof theWAIT pro-

tocolwith PGM andSRM.
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Figure5.6: WAIT 98%: AverageRecovery Percentageversus Link Delay for Per-Link
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5.2.1 PerformanceComparison: Fixed Link Delays

We compareWAIT with PGM andSRM for the2X topologyanddiscussvariousperfor-

mancemetrics.

OverheadComparison

Thegraphin Figure5.7 comparesthe threeprotocolsin termsof theaverageoverhead.

SRM incurs the most overheadfrom around30% for a per-link loss of 2% to around

145%for aper-link lossof 10%.WhenWAIT is configuredat100%quality requirement,

it incurs an overheadfrom around10% to around40% as the per-link loss increases.

WAIT 90%shows thatthereis negligible overhead(0.01%)whenthelossper link is 2%

asthemaximumlossthatany receiver canseein this caseis 6% asshown in Table4.2.

Sincethe maximumlossexperiencedby any receiver is only 6% which is lessthanthe
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Figure 5.7: Comparisonof WAIT, PGM and SRM in termsof the AverageOverhead
(Percent)with differentPer-Link LossPercentagefor the2X topology.

allowedlossof 10%for theWAIT 90%configurationof theWAIT protocol,thereceivers

never ask for any retransmissionsincurring negligible overheadon the session. PGM

shows overheadfrom 4% to the24%astheper-link losspercentageincreases.Initially,

theoverheadfor WAIT 90%is seento belower thanPGMuntil theper-link lossis below

around5.5%but above per-link lossof around5.5%,WAIT 90%incursmoreoverhead

thanPGM,which is a totally routerassistedprotocolasdescribedin theSection2.4.3.

End-to-End Latency Comparison

Thegraphin Figure5.8showsthecomparisonin termsof theaverageend-to-endlatency

observed during the simulationruns. As seenfrom the graph,WAIT andPGM outper-

form SRMin thisareaalso.As SRMusesthetwo randomback-offs (asdescribedin Sec-

tion 2.4.1),theaverageend-to-endlatency observedby theSRM sessionincreasesfrom

63



0

0.02

0.04

0.06

0.08

0.1

0 2 4 6 8 10

A
ve

ra
ge

 E
nd

-t
o-

E
nd

 L
at

en
cy

 (
S

ec
on

ds
)

'

 Per Link Loss (Percent) 

WAIT 100%
WAIT 98%
WAIT 95%
WAIT 90%

PGM
SRM

Figure5.8: Comparisonof WAIT, PGM andSRM in termsof the AverageEnd-to-End
Latency (Seconds)with differentPer-Link LossPercentagefor the2X topology

around0.05 secondsto around0.09 secondsas the per-link losspercentageincreases.

PGM shows anend-to-endlatency of around0.045secondsto around0.065secondsas

the per-link loss increases.WAIT 90% shows that the end-to-endlatency remainsthe

same,which is the averageend-to-endlatency without any repair in the session,to be

around0.041secondsas long asthe per-link loss is lessthan6%. All the WAIT con-

figurationshave shown theeffect of localizedrecovery ascomparedto PGM’s recovery

whereintherequestneedsto travel to thesenderof thesession(herethesendermight be

faraway) leadingto anincreasein therecovery latency. Clearly, theWAIT configurations

have shown an improvementin the averageend-to-endlatency observed by the session

comparedwith thePGMandSRM.So,in effectrequestingarepairfromanearbyreceiver

reducestheoverallend-to-endlatency leadingto abetterquality for thereceivers.
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Figure 5.9: Comparisonof WAIT, PGM and SRM in termsof the AverageRecovery
Latency (Seconds)with differentPer-Link LossPercentagefor the2X topology

In thegraphshown in Figure5.9,weobservedthatSRMshowsmorerecoverylatency

thanboth WAIT andPGM. WAIT leadsto lessaveragerecovery latency becauseof its

local recoverynatureascomparedto PGM.WAIT 90%ataper-link lossof 2%showsthe

leastrecovery latency (0.07seconds)asthelossoccurringon thehigh delaylink (link 1-

4) is 2%but asthelossonthatlink increases,theaveragerecovery latency for thesession

increases.WAIT 98% andWAIT 95% show a similar trend in the graph. On closely

observingthe graphfor the WAIT 100%andWAIT 98%, we found that for a per-link

lossof 2%, thereis a largedifferencebetweenthetwo valueswhich is theresultof some

packetsthatarelost on thehigh delaylink not beingaskedfor retransmission.This also

leadsto an importantobservation that combinationsof the loss, the link delayandthe

quality requirementneedto bestudiedin detailto betterunderstandtheinter-relationship
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betweenthem. This analysisis keptasfuturework. Thegraphalsoprovidesan insight

abouthow muchthebuffer sizeneedsto bedependinguponthedifferentlink delayand

quality requirementscombinations,which is alsoanareafor furtherresearch.

5.2.2 PerformanceComparison: Fixed Per-Link LossPercentage

In thissectionwecompareWAIT, PGMandSRMin termsof AverageOverhead,Average

End-to-EndLatency (Seconds)andAverageRecovery Latency (Seconds)for the three

topologies1X, 2X and5X with maximumandminimumlink delaysasgivenin theTable

4.1.Here,wekepttheper-link lossto be8%to carryout thecomparison.
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Figure5.10: Comparisonof WAIT, PGM andSRM in termsof the AverageOverhead
with differentLink Delays(Topologies)for theper-link lossof 8%.

In the graphshown in Figure5.10,we compareWAIT, PGM andSRM in termsof
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averageoverheadincurredduring thesessionusingthreedifferenttopologiesof 1X, 2X

and5X link delays. Studyingthe graph,we observed that SRM incursmoreoverhead

than WAIT and PGM. SRM shows an overheadof almostaround130% overheadfor

the threetopologies.For 1X and2X topologies,PGM shows a lower overhead(almost

around20%) thaneitherof the WAIT andSRM protocols. For all the WAIT protocol

configurations,theoverheadremainsalmostsamefrom around25%to 35%for the two

topologies. However for the 5X topology, all the configurationsof the WAIT protocol

incur lessoverheadthanthePGM protocol. For 5X topology, the averageoverheadin-

curredby theWAIT protocolconfigurationsis around15%which is almostsamefor all

the configurations. The reasonbehindthis is becauseof the effect of decidingnot to

recover losseson thehighdelaylink asdescribedbefore.

AverageEnd-to-End Latency Comparison

Thegraphin theFigure5.11showsthecomparisonof WAIT, PGMandSRMfor thethree

topologies(1X, 2X and5X) in termsof AverageEnd-to-EndLatency (Seconds).Again

SRM hasshown a higheraverageend-to-endlatency thanthat of WAIT andPGM. For

the1X and2X topologiestheend-to-endlatency for PGM andWAIT 100%,WAIT 98%

andWAIT 95% arealmostsame,around0.030seconds(for 1X) and0.05seconds(for

2x). WAIT 90%shows a still lower averageend-to-endlatency ascomparedto theoth-

ers.However, for the5X topology, thereis big differencebetweentheaverageend-to-end

latency reportedby PGM andWAIT. As in caseof thehigh delaylinks, theWAIT pro-

tocol requestsfewer packetsto beretransmittedasdescribedbefore,reducingtheoverall

averageend-to-endlatency. This alsoshows that requestingtherepairfrom a nearbyre-

ceiver reducestheoverallaverageend-to-endlatency of thesessionasopposedto PGM’s

end-to-endlatency whererequestfor repairgoesall theway towardssender.
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Figure5.11: Comparisonof WAIT, PGM andSRM in termsof theAverageEnd-to-End
Latency (Seconds)with differentLink Delays(Topologies)for a Per-Link Lossof 8%

AverageRecovery Latency Comparison

Thegraphin Figure5.12showsthebehavior of WAIT, PGMandSRMprotocolsin terms

of theaveragerecovery latency observedfor thethreetopologies(1X, 2X and5X). Again

SRMshowstheeffectof two randomback-offs beforetherequestandreply transmission

asseenfrom the higher recovery latency in the rangeof 0.1 secondsto 0.45 seconds.

For the 1X topology, PGM and WAIT almostshow the samerecovery latency in the

rangeof 0.07seconds.For the2X topology, PGM hasshown somewhathigheraverage

recovery latency (around0.15seconds)thanWAIT (around0.12to 0.14seconds)asthe

retransmissionsaredonefrom the senderof the session.But for the 5X topology, the

averagerecovery latency for WAIT hasshown a decrease(around0.1 seconds)because

of thereasonthatthelosson thehighdelaylinks arenot recovered.

We evaluatedour approachby comparingit with PGM [8] andSRM [6] in termsof
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Figure5.12: Comparisonof WAIT, PGM andSRM in termsof the AverageRecovery
Latency (Seconds)with differentLink Delays(Topologies)for a Per-Link Lossof 8%

overheadon the session,averageend-to-endlatency of the sessionas well as average

recovery latency. We found that theoverheadincurredon thesessionis muchlessthan

SRM[6]. Wealsofoundthataverageend-to-endlatency for WAIT is alsolessthanSRM

[6] aswell asPGM [8]. Theoverheadincurredby WAIT is comparableto PGM which

is a totally routerassistedprotocol. We comparedWAIT usingdifferentconfigurations

by taking into considerationthe continuousmediacharacteristics.For WAIT90% the

overheadis seento be even lessthanPGM for somescenariosasdescribedin Section

5.2.1.WAIT hasshown thatit canbetunedto differentqualityof multimediasessions.By

allowing somelossandalsotakinginto considerationtheusefulnessof therepair, WAIT

hasshown thattheoverheadonnetwork canbereducedto amuchlesserextent.By using

WAIT for themultimediamulticastapplicationshaving differentquality requirementswe

canreducetheoverheadonthenetwork aswell asimprovetherecoverylatency andend-t-
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endlatency of thesession.Resultsshow thatWAIT canbeusedasa fully reliableaswell

asresilientmulticastprotocolwhich incurslessoverheadon the sessionwith improved

overall end-to-endlatency of thesessionusinglocalizedrecoveryprocess.
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Chapter 6

Futur eWork

We have presentedandevaluateda new approachfor loss recovery during a multicast

sessionovertheInternet,whichcanbeusedfor reliableaswell assemi-reliablemulticast

applications.However, webelievethatsomemoreresearchneedsto bedonein thedirec-

tion of our approachfor thelossrecovery. In this chapterwe describevariousdirections

for furtherresearchfor studyingaswell asimproving our proposedapproach.

In our proposedscheme,we have not consideredthepercentageof lossoccurringon

thereplierlink. Thislosspercentageshouldbetakeninto accountwhile selectingaproper

local replieraswell asupstreamreplierreceiver. In effect, thereneedsto beamechanism

wherethe selectionof replier receiver will dependupona properbalancebetweenthe

lossexperiencedby thereplierreceiveraswell asthetherecovery latency experiencedby

otherreceiversbecauseof thereceiverbeingselectedasa replierreceiver.

While evaluatingthe WAIT protocol,we have kept the quality requirementsfor all

theparticipantsin a multicastsessionto bethesame.This is normallynot thecasein the

real world andevery participanthashis own quality requirementsduring any multicast

session(s)basedon the play-backbuffer sizeandthe allowablelosspercentageof each

participant. Hence,it would be beneficialto study the behavior of the WAIT protocol
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usingdifferentquality requirementsof theparticipants.

Researchcanbedonein theareaof applyingourproposedWAIT protocolfor different

sessionsizes.While evaluatingourapproachwehaveusedafixednumberof participants.

Instead,wecouldstudytheeffectof numberof participantsin ourscheme.In otherwords,

weneedto evaluateour protocolin termsof scalability.

More researchcanbedonein theareaof studyingtheeffect of play-backbuffer size

on the recovery percentageand as a result quality maintainedby our proposedWAIT

protocol.

In our study, we havenot evaluatedtheeffect of changinglink delaysduringa multi-

castsession,which is thecasein therealworld. Additional researchthatcanbecarried

out is in theareaof decidingapropertimeoutmechanismwhich takesinto consideration

theeffectsof variablelink delaysto avoid theimplosionaswell asexposureproblems.

Otherresearchthat canbe carriedout to improve theWAIT protocolis to studythe

effect of network topologychangeson thereplier selectionaswell ason theWAIT and

NACK flow. In ourstudywehavenotexaminedtheeffectsof routedynamicsasweused

astaticmulticasttreefor evaluatingour approach.

In ourcurrentimplementationof theproposedWAIT protocol,wehavenotevaluated

theconditionswhenNACK, WAIT or REPAIR packetsbeinglost asit would havemade

the initial analysisof theWAIT protocoldifficult to be interpreted.But asnow we have

shown that WAIT performswell comparedto PGM and SRM we intend to study the

effectsof NACKs, REPAIR or WAIT packetsbeinglost in thenetwork. This is another

areawhereadetailedanalysisof theWAIT protocolneedsto becarriedout.

Onemoreareafor studyingandconfiguringtheWAIT protocolis thatof usingcon-

tentspecifictreatmentto thepacketsbeinglost thatareaskedfor retransmission.As an

example,for MPEG,moreB andP framelossescanbetoleratedascomparedto I frame

lossesbecauseof lowerquality of theB andP framesthanI frames.Hence,thedecision
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of askingfor theretransmissionshouldtake into accounttheimportanceof thepacket for

themultimediaapplication.

In our study, we have donea comparisonof our proposedWAIT protocolwith PGM

[8] andSRM[6]. Anotherfuturework wouldbethecomparisonstudyof WAIT protocol

with StructureOrientedResilientMulticast(STORM) [10] protocol.
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Chapter 7

Conclusion

Communicatingover the Internetusingbest-effort IP Multicast posesmany challenges

asdiscussedin Chapter1. To recover from the lossof packet(s)in a multicastsessiona

numberof approacheshave beentaken. Continuousmediahasstrict delayrequirements,

whichthesenderbasedretransmissionapproacheshavedifficulty takinginto accountdur-

ing thelossrecoveryprocess.ThereceiverbasedlossrecoveryapproacheslikeSRM[6],

PGM [8], ARM [9] provide goodsolutionsto the lossrecovery problembut they either

tradelatency to avoid excesscontrol informationandrepairtraffic or addmorefunction-

ality in therouters.They alsodo not take into accountthatmultimediaapplicationscan

toleratesomeamountof packet lossandhencethesesolutionsrecover every lost packet,

creatingmoreoverheadthanrequired.

In this thesis,wehavepresentedthedesignandevaluationof our proposedapproach,

theWAIT protocol,for selective lossrecovery for multimediamulticastsessions.WAIT

is designedto be tunedfor different quality requirementsof the multimediamulticast

session.WAIT hasbeendesignedto reduceoverheadon thenetwork aswell asimprove

thequalityof multimediamulticastapplicationsovertheInternetwith lessroutersupport.

We havedonea performancecomparisonof our proposedWAIT protocolwith two other
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protocolsbeingdevelopedfor thelossrecoveryof multicastsessions,SRM[6] andPGM

[8].

ToevaluateWAIT, wedevelopedthreeagentsin NS2[11] (Wait-Sender, Wait-Receiver

andWait-Agentagentsasdescribedin Section4.1) thatcarryout thefunctionalityof the

WAIT protocolfor multimediamulticastapplications.We designedtheagentsin a way

thattriesto reducetheoverheadonrouterscontraryto routerassistedprotocolslikePGM

[8] andARM [9]. Wemakethereceiver“smarter”by giving themtheresponsibilityof the

lossrecoveryprocessandavoidedhaving routersto takepartin thelossrecoveryprocess.

We have alsoimplementeda new approachto the trace-routemechanism,Sender Initi-

ated Trace-Route, which triesto reducethenumberof trace-routepacketsbeinginjected

in thenetwork. To give thesessionparticipantssomeknowledgeabouttheneighboring

participantswe have alsoproposeda new Limited Scope Receiver Information Sub-cast

mechanism.

After implementingthenecessarymechanismsin NS2[11], we evaluatedtheWAIT

protocol for a configurationwherewe asked the Wait-Receiver agentto maintain the

quality for the sessionof 98% (that is to saywe allowed2% packetsto be lost anddid

not asked for the retransmissionof thosepacket). We found that themaximumaverage

overheadthattheWAIT protocolputson thesessionis around40%for a lossof 10%on

everylink (quitehighcomparedto realworld traces).Wehavealsoshownthattheaverage

recovery percentagedoneby theagentsis almostthe sameasthe quality to which they

havebeenconfigured.

We alsoevaluatedour WAIT protocolby comparingit with the two otherprotocols

SRM [6] andPGM [8]. We observedthat theWAIT protocolperformsmuchbetterthan

theSRM protocolin termsof averageoverhead,averagerecovery latency aswell asthe

averageend-to-endlatency. TheWAIT protocolhasshown resultswhicharealmostsim-

ilar to thatof PGM protocol[8] which is a totally routerassistedprotocol.Someconfig-
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urationsof theWAIT protocolagentshaveshown betterresultsthanPGM [8].
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Figure7.1: PerceivedLossPercentageversus AverageEnd-to-EndLatency (Seconds)

Thegraphin Figure7.1showstheallowedlosspercentageagainstaverageend-to-end

latency observedby thesessionfor all theconfigurationsof WAIT aswell asPGM[8] and

SRM [6] agentsfor thePer-Link LossPercentageof 2% and8% (for the2X topology).

Audio applicationstypically have strict delayand loss requirements.The toleranceof

latency for audioapplicationsis around250millisecondsfor interactiveapplications.The

losstoleranceis around5%for audio.Hence,it is desirableto staycloseto thesebounds.

Thegraphshowsthatif theapplicationrequestseachandeverylostpacketto berecovered

thentheaverageend-to-endlatency of thesessionis highasshown by thepointswhenthe

tolerableLossPercentageis maintainedat
�
%. However, if we allow for sometolerable

losspercentage,the averageend-to-endlatency of the sessionhasshown to be less. So

wecanconcludethatasmultimediaapplicationscantoleratesomeamountof packet loss

wecangeta loweraverageend-to-endlatency asillustratedby thegraphin Figure7.1.
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In summary, wedesigned,implementedandevaluatedanew approachfor lossrecov-

ery for multimediamulticastapplicationswhich takesinto accountthecharacteristicsof

themultimediaapplicationsduringthelossrecoveryprocess.Wehavealsoshown thatby

explicitly notifying (usingtheWAIT packets)theotherreceiversof thelossexperienced

by somereceiver(s)we caneffectively find whetherthe loss is a Global Loss or Local

Loss andalsotherootof thelosssubtree.Discoveringtherootof thelosssubtreeaswell

as the type of losshelpsus to recover from the loss,effectively reducingthe overhead

on the network aswell as improving the averageend-to-endlatency of the multimedia

multicastsession.
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