
Inferring Queue Sizes in Aess Networks byAtive MeasurementMark Claypool, Robert Kiniki, Mingzhe Li, James Nihols, and Huahui Wuflaypool,rek,lmz,jnik,flashineg�s.wpi.eduCS Department at Worester Polytehni InstituteWorester, MA, 01609, USAAbstrat. Router queues an impat both round-trip times and through-put. Yet little is publily known about queue provisioning employed byInternet servies providers for the routers that ontrol the aess links tohome omputers. This paper proposes QFind, a blak-box measurementtehnique, as a simple method to approximate the size of the aess queueat last mile router. We evaluate QFind through simulation, emulation,and measurement. Although preise aess queue results are limited byreeiver window sizes and other system events, we �nd there are distintdi�erene between DSL and able aess queue sizes.1 IntrodutionThe urrent onventional wisdom is that over-provisioning in ore network routershas moved Internet performane bottleneks to network aess points [1℄. Sinetypial broadband aess link apaities (hundreds of kilobytes per seond) areonsiderably lower than Internet Servie Provider (ISP) ore router apaities(millions of kilobytes per seond), last-mile aess links need queues to aommo-date traÆ bursts. Given the bursty nature of Internet traÆ [7℄ that is partiallydue to ows with high round-trip times or large ongestion windows, it is learthat the provider's hoie for aess link queue size may have a diret impaton a ow's ahievable bitrate. A small queue an keep ahieved bitrates signi�-antly below the available apaity, while a large queue an negatively impat aow's end-to-end delay. Interative appliations, suh as IP telephony and somenetwork games, with strit delay bounds in the range of hundreds of millise-onds experiene degraded Quality of Servie when large aess queues beomesaturated with other, onurrent ows.Despite the importane of queue size to ahievable throughput and addeddelay, there is little doumentation on queue size settings in pratie. Guide-lines for determining the \best" queue sizes have often been debated on the e2emailing list,1 an ative forum for network related disussion by researhers andpratitioners alike. While general onsensus has the aess queue size ranging1 In partiular, see the e2e list arhives at: ftp://ftp.isi.edu/end2end/end2end-interest-1998.mail and http://www.postel.org/pipermail/end2end-interest/2003-January/-002702.html.



from one to four times the apaity-delay produt of the link, measured round-trip times vary by at least two orders of magnitude (10 ms to 1 seond) [6℄.Thus, this researh onsensus provides little help for network pratitioners toselet the best size for the aess queue link. Moreover, a lak of proper queuesize information has rami�ations for network simulations, the most ommonform of evaluation in the network researh ommunity, where aess queue sizesare often hosen with no on�dene that these queue hoies aurately reeturrent praties.A primary goal of this investigation is to experimentally estimate the queuesize of numerous aess links, for both able modem and DSL onnetions man-aged by a variety of ISPs. Network researhers should �nd these results usefulin designing simulations that more aurately depit urrent praties.2 QFindBased on related work and pilot studies, the following assumptions are madein this study: eah aess link has a relatively small queue size - between 10and 100 pakets; the maximum queue length is independent of the aess linkapaity or other spei� link harateristis; and the queue size is onstant andindependent of the inoming traÆ load with no attempt made by the router toinrease the queue sizes under heavier loads or when ows with large round-triptimes are deteted. Below is our proposed QFind methodology for inferring theaess network queue size from an end-host:1. Loate an Internet host that is slightly upstream of the aess link while stillbeing \lose" to the end-host. For the test results disussed in this paper,the DNS name server provided by the ISP is used sine DNS servers aretypially lose in terms of round-trip time and easy to �nd by inexperienedend-users.2. Start a ping from the end-host to the lose Internet host and let it run for upto a minute. The minimum value returned during this time is the baselinelateny typially without any queuing delays sine there is no ompetingtraÆ ausing ongestion. This ping proess ontinues to run until the endof the experiment.3. Download a large �le from a remote server to the end-host. For the testresults in this paper, a 5 MByte �le was used sine it typially providedadequate time for TCP to reah ongestion avoidane and saturate the aessqueue downlink apaity.4. Stop the ping proess. Reord the minimum and maximum round-trip timesas reported by ping and the total time to download the large �le. Themaximum ping value reorded during the download typially represents thebaseline lateny plus the aess link queuing delay.The queue size of the aess link an be inferred using the data obtainedabove. Let Dt be the total delay (the maximum delay seen by ping):



Dt = Dl +Dq (1)where Dl is the lateny (the minimum delay seen by ping) and Dq is the queuingdelay. Therefore: Dq = Dt �Dl (2)Given throughput T (measured during the download), the aess link queue sizein bytes, qb, an be omputed by:qb = Dq � T (3)For a paket size s (say 1500 bytes, a typial MTU), the queue size in pakets,qp, beomes: qp = (Dt �Dl)� Ts (4)The strength of the QFind methodology lies in its simpliity. Unlike otherapproahes [1, 8, 10℄, QFind does not require ustom end-host software, makingit easier to onvine volunteers to partiipate in an Internet study. Moreover,the simple methodology makes the results reproduible from user to user and inboth simulation and emulation environments.2.1 Possible Soures of ErrorThe maximum ping time reorded may be due to ongestion on a queue otherthan the aess queue. However, this is unlikely sine the typial path from theend-host to the DNS name server is short. Pilot tests [3℄ suggest any ongestionfrom the home node to the DNS name server typially auses less than 40 ms ofadded lateny. Moreover, by having users repeat steps 2-4 of the QFind method-ology multiple times (steps 2-4 take only a ouple of minutes), apparent outliersan be disarded. This redues the possibility of over-reporting queue sizes.The queue size omputed in Equation 4 may underestimate the atual queuesize sine it may happen that the ping pakets always arrive to a nearly emptyqueue. However, if the �le download is long enough, it is unlikely that everyping paket will be so luky. Results in Setion 3 suggest that the 5 MB �le isof suÆient length to �ll queues over a range of queue sizes.If there is underutilization on the aess link then the aess queue willnot build up and QFind may under-report the queue size. This an happen ifthere are soures of ongestion at the home node network before ping paketseven reah the ISP. Most notably, home users with wireless networks may haveontention on the wireless medium between the ping and download pakets. Pilottests [3℄ suggest that ongestion on a wireless network during QFind tests adds atmost 30 ms to any reorded ping times. As 30 ms may be signi�ant in omputingan aess queue size, we ask QFind volunteers to indiate wireless/wired settingswhen reporting QFind results.



If the TCP download is limited by the reeiver advertised window insteadof by the network ongestion window, then the queue sizes reported may bethe limit imposed by TCP and not be the aess link queue. However, reentversions of Mirosoft Windows as well as Linux support TCP window saling(RFC 1323), allowing the reeiver advertised window to grow up to 1 Gbyte.Even if window saling is not used, it is still possible to detet when the reeiveradvertised window might limit the reported queue. The lak of ping paket lossesduring the download would suggest that the aess queue was not saturated andthe queue size ould atually be greater than reported.For atual TCP reeiver window settings, Windows 98 has a default of 8192bytes, Windows 2000 has a default of 17520 bytes, Linux has a default of 65535bytes, and Windows XP may have a window size of 17520, but it also has amostly undoumented ability to sale the reeiver window size dynamially.Additionally, some router interfaes may proess ping pakets di�erentlythan other data pakets. However, in pratie, hundreds of empirial measure-ments in [2℄ suggest ping pakets usually provide round-trip time measurementsthat are e�etively the same as those obtained by TCP.
Fig. 1. Topology

3 ExperimentsTo determine whether the QFind methodology ould e�etively predit aesslink queue sizes in real last-mile Internet onnetions, we evaluated the QFindapproah �rst with simulations using NS2 (see Setion 3.1) and then emula-tions using NIST Net3 (see Setion 3.2). After reviewing these proof-of-oneptresults, we enlisted many volunteers from the WPI ommunity to run QFindexperiments over a variety of DSL and able modem on�gurations from home(see Setion 3.3).2 http://www.isi.edu/nsnam/ns/3 http://snad.nsl.nist.gov/itg/nistnet/



3.1 SimulationQFind was simulated with the on�guration depited in Figure 1 onsisting of ahome node, an ISP last-mile aess router, a TCP download server and a DNSname server. The simulated link latenies used in the emulations were based onprototype QFind measurements.The delays built into the testbed emulations were 5 ms from home to router,5 ms from router to DNS, and 20 ms from router to download server. Linkapaities were set to reet typial asymmetri broadband data rates [8℄, withthe router-to-home downstream link apaity set at 768 Kbps, the home-to-router upstream link apaity set at 192 Kbps, and the link apaities in bothdiretions between router and both upstream servers set at 10 Mbps. 1500 bytepakets were used to model the typial Ethernet frame size found in home LANsand TCP reeiver windows were set to 150 pakets.
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Fig. 2. Cumulative Density Funtionsof Inferred Queue Sizes for AtualQueue Sizes of 10, 50 and 100 Paketsusing NS Simulator
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Fig. 3. Median of Inferred Queue Sizesversus Atual Queue Sizes using NISTNet EmulatorFigure 2 displays the umulative density funtions for 100 simulations of theQFind methodology (steps 2 to 4 in Setion 2) with downstream aess linkqueues of 10, 50 and 100 pakets respetively. QFind predits the aess queuesize remarkably well in this simulated environment. Of the 100 runs at eahqueue size, the most the predited queue size was smaller than the atual queuesize was 1 paket for the 10 paket queue, 1.5 pakets for the 50 paket queueand 2.5 pakets for the 100 paket queue. The median predited queue size wasless than the atual queue size by about 1 paket in all ases.3.2 EmulationTo further investigate QFind feasibility, we setup a testbed to emulate a last-mile aess router in a ontrolled LAN environment. Two omputers were usedas home nodes with one omputer running Windows 2000 and the other running



Linux in order to test the impat of the operating system type on QFind. Thedownload server ran on Windows Server 2003 while the DNS name server ranon Linux. A NIST Net PC router emulated the ISP's Internet onnetion withlink apaities set to reet typial broadband asymmetry with the downstreamrouter-to-home link apaity set to 768 Kbps, the upstream home-to-router linkset to 192 Kbps, and the router link apaities to and from both servers using 10Mbps LAN onnetions. The home-to-server round-trip delay was 20 ms for boththe download server and the DNS server sine the NIST Net implementation doesnot allow two host pairs to have di�erent indued delays while sharing a routerqueue.Using this testbed, the QFind methodology was emulated (steps 2 to 4 inSetion 2) with home nodes running Windows 2000 with a TCP reeiver windowsize of 16 Kbytes, Windows 2000 with a TCP reeiver window sizes set to 64Kbytes, and Linux with a TCP reeiver window sizes set to 64 Kbytes. ThreeQFind emulations were run for eah of the queue sizes of 10, 30, 50 and 100pakets, with a paket size of 1500 bytes.Figure 3 presents the median of the inferred queue sizes. The inferred queuesizes labeled \thrput" are omputed using the measured download apaity. Theinferred queue sizes labeled \apaity" are omputed using the apaity of thelink. In those ases where the NIST Net queue size is smaller than the TCPreeiver window size, QFind is able to infer the queue size losely, even fordi�erent operating systems. The queue sizes omputed using link apaity aremore aurate than those omputed using download throughput. However, whilethe link apaity was, of ourse, known by us for our testbed, it is not, in general,known by an end-host operating systems nor by most of the home users whopartiipated in our study.Intermediate results that an be drawn from these emulations even beforeevaluating atual QFind measurements inlude: the QFind emulation estimatesof queue size are not as aurate as the simulation estimates; using the maximumlink apaity provides a better estimate of the aess queue size than using themeasured download data rate; ping outliers in the testbed did not ause overpredition of the queue length; small TCP reeiver windows result in signi�antunderestimation of the aess queue size sine the ability of the download to �llthe aess queue is restrited by a small maximum TCP reeiver window sizesetting.3.3 MeasurementThe �nal stage of this investigation involved putting together an easy-to-followset of diretions to be used by volunteers to exeute three QFind experimentsand reord results suh they ould be easily emailed to a entralized repository.One of the key elements of the whole QFind onept was to develop a mea-surement proedure that ould be run by a variety of volunteers using di�erentable and DSL providers on home omputers with di�erent speeds and operatingsystems. To maximize partiipation, the intent was to avoid having users down-load and run ustom programs and avoid any hanges to system on�guration



settings (suh as paket size or reeiver window). The �nal set of instrutions ar-rived upon an be found at found at: http://www.s.wpi.edu/~laypool/q�nd/-instrutions.html.During January 2004, we reeived QFind experimental results4 from 47 Q�ndvolunteers, primarily from within the WPI CS ommunity of undergraduate stu-dents, graduate students and faulty. These users had 16 di�erent ISPs: Charter(16 users), Verizon (11), Comast (4), Speakeasy (4), Earthlink (2), AOL (1),Winternet (1), RR (1), RCN (1), NetAess (1), MTS (1), Cyberoni (1), Cox(1), Covad (1) and Adelphia (1). The QFind home nodes had 5 di�erent oper-ating systems: WinXP (18 users), Win2k (11), Linux (6), Ma OS-X (3), andWin98 (1) and 12 unreported. Approximately one-third of the volunteers had awireless LAN onneting their home node to their broadband ISP.
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In analyzing the full data set to infer queue sizes (see the analysis in [3℄), itappeared QFind may not learly distinguish delays from the aess queue fromother system delays. We noted onsiderable variane in inferred aess queuesizes even for volunteers within the same provider, an unlikely ourrene giventhat ISP providers tend to standardize their equipment at the edge by homeusers. This suggests that for some experiment runs, the ping delays that QFinduses to infer the queue size are a result of something other than delay at theaess queue.To remove data that does not aurately report aess queue sizes, we win-now the full data set by taking advantage of the fat that the QFind volunteersprodued three measurements. For eah user's three measurements, if any pairhave throughputs that di�er by more than 10% or maximum ping times thatdi�er by more than 10%, then all three measurements are removed. This win-nowing removed the data from 17 users and all subsequent analysis is based onthis winnowed data set.
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Figure 8 depits similar CDFs for the aess queue sizes for Verizon,6 theprimary DSL provider in our data set, and non-Verizon DSL ustomers. Here,there are very few di�erenes between the di�erent DSL provider distributions,suggesting there may be ommon queue size settings aross providers.
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VerizonFig. 8. Verizon-Non-Verizon: InferredAess Queues4 SummaryThe QFind methodology for inferring queue sizes is attrative in several ways: 1)by using a standard ping and a download through a Web browser, QFind doesnot require any ustom software or speial end-host on�guration; 2) by usinga single TCP ow, QFind so does not ause exessive ongestion. This providesthe potential for QFind to be used to measure aess queues from a wide-rangeof volunteers.Simulation and emulation results show that QFind an be e�etive at in-ferring queue sizes, even aross multiple operating systems, as long as reeiverwindow sizes are large enough and aess queues are not so small as to limitthroughput.Unfortunately, measurement results suggest QFind is substantially less a-urate than in simulation for determining aess queue sizes. By doing multipleQFind experiments, it is possible to ensure analysis on only onsistent results,but this results in the disarding of many data samples, thus somewhat defeatingthe purpose of having a readily available, non-intrusive methodology.Based on the winnowed data set from our 47 QFind volunteers, Cable appearsto have signi�antly smaller aess queues than does DSL, and the orrespond-ing ping delays when suh a queue is full an signi�antly degrade interativeappliations with real-time onstraints. A seondary goal of this investigationwas to determine, using both emulation and simulation, to what extent aesslink queue sizes an impat the throughput of ows with high round-trip times6 http://www.verizon.om/



and the delays of ows for delay-sensitive appliations, suh as IP telephony andnetwork games. Due to spae onstraints, these results an only be found in [3℄.Future work ould inlude exploring tehnologies that have been used forbandwidth estimation (a survey of suh tehnologies is in [9℄). In partiular,tehniques suh as [10℄ that detet ongestion by a �lling router queue may beused to determine maximum queue sizes. The drawbak of suh tehniques isthey require ustom software and may be intrusive, so these drawbaks wouldneed to be weighed against the bene�t of possibly more aurate results.Referenes1. Aditya Akella, Srinivasan Seshan, and Anees Shaikh. An Empirial Evaluation ofWide-Area Internet Bottleneks. In Proeedings of the ACM InternetMeasurement Conferene (IMC), Otober 2003.2. Jae Chung, Mark Claypool, and Yali Zhu. Measurement of the CongestionResponsiveness of RealPlayer Streaming Video Over UDP. In Proeedings of thePaket Video Workshop (PV), April 2003.3. Mark Claypool, Robert Kiniki, Mingzhe Li, James Nihols, and Huahui Wu.Inferring Queue Sizes in Aess Networks by Ative Measurement. TehnialReport WPI-CS-TR-04-04, CS Department, Worester Polytehni Institute,February 2004.4. Spiros Dimolitsas, Franklin L. Cororan, and John G. Phipps Jr. Impat ofTransmission Delay on ISDN Videotelephony. In Proeedings of Globeom '93 {IEEE Teleommuniations Conferene, pages 376 { 379, Houston, TX, November1993.5. Tristan Henderson. Lateny and User Behaviour on a Multiplayer Game Server.In Proeedings of the Third International COST Workshop (NGC 2001), number2233 in LNCS, pages 1{13, London, UK, November 2001. Springer-Verlag.6. Sharad Jaiswal, Gianlua Iannaone, Christophe Diot, Jim Kurose, and DonTowsley. Inferring TCP Connetion Charateristis Through PassiveMeasurements. In Proeedings of IEEE Infoom, Marh 2004.7. H. Jiang and C. Dovrolis. Soure-Level IP Paket Bursts: Causes and E�ets. InProeedings of the ACM Internet Measurement Conferene (IMC), Otober 2003.8. Karthik Lakshminarayanan and Venkata Padmanabhan. Some Findings on theNetwork Performane of Broadband Hosts. In Proeedings of the ACM InternetMeasurement Conferene (IMC), Otober 2003.9. R.S. Prasad, M. Murray, C. Dovrolis, and K.C. Cla�y. Bandwidth Estimation:Metris, Measurement Tehniques, and Tools. IEEE Network,November-Deember 2003.10. Vinay Ribeiro, Rudolf Riedi, Rihard Baraniuk, Jiri Navratil, and Les Cottrell.pathChirp: EÆient Available Bandwidth Estimation for Network Paths. InPAM), 2003.


