CS CS2223 - D Term 2009: Algorithms Prof. Carolina Ruiz

Homework 2
WPI By Shweta Srivastava and Carolina Ruiz

Problem 1. (32 Points) Suppose you have algorithms with the runnimg#i listed below. Assume these are
the exact number of operations performed as a function ahfhé size n. Suppose you have a computer that
can performl0'° operations per second, and you need to compute results iosit m

e (8 Points) 1 hour

e (8 Points) 1 week

e (8 Points) 1 year (you can assume that 1 year = 365 days)
e (8 Points) 1 century

For each of the algorithms, what is the largest input size wfoch you would be able to get the result within
the given time limit? That is, your solutions to this exeecshiould contain a table like the one below together
with explanations for each of the values you provide in yaibte.

Solution 1: The following are the number of operations per given time:

10"%ps/second x 60 * 60 seconds = 3.60 x 10*2ops in 1 hour

10100ps/second X 60 % 60 % 24 % 7 seconds = 6.05 x 10*%0ps in 1 week
10%0ps/second x 60 60 * 24 x 365 seconds = 3.15 x 10*7ops in 1 year
10100ps/second X 60 % 60 * 24 % 365 % 100 seconds = 3.15 x 10™0ps in 1 century

The numbers in the table below were calculated as follows.t be the number of operations that can be

Table 1: Largest input size versus running time

Complexity | 1 hour 1 week 1vyear 1 century
518n | 6.94x10%° 1.16x10% 6.08x10™ 6.08x10'°
n® | 5.14x10? 1.43x103 3.16x10° 7.93x103
logion 1x103-6X10%° 151060510 15103-15x10"" 1 103-15x10"
4 | 22 26 29 32
Yn | 4.66x10%° 2.21x10%7 3.13x10°? 3.13x10°®

performed within the time limit.

1. I 518n = ¢ thenn = ¢/518.

For a time limit of 1 hour, t = 3.6810'3 ops. Hence: = 3.60 x 10*3/518 = 6.94 x 10'°. Similarly
for the other time limits.

2. If n® =t thenn = V/t.

For a time limit of 1 hour, t = 3.6810'2 ops. Hencer = v/3.60 x 1013 = 5.14 x 102. Similarly for
the other time limits.



3. If logion = t thenn = 1 x 10%.
For a time limit of 1 hour, t = 3.6810'3 ops. Hencer = 1 x 103:6%10"_ Similarly for the other time
limits.

4. If 4™ = t thenn = log, t.
For a time limit of 1 hour, t = 3.6810*% ops. Hence: = log,(3.60 x 10'3) = 22. Similarly for the
other time limits.

5. If ¥n =tthenn = 3.
For a time limit of 1 hour, t = 3.6R10*% ops. Hence: = (3.60 x 10'3)3 = 4.66 x 10%°. Similarly
for the other time limits.

We can now reorganize the rows in the previous table to magkcéxhe increase in time complexity
and hence the reduction in the size of the input allowed irtithe limit:

Table 2: Largest input size versus running time, sorted by time complexity

Complexity | 1 hour 1 week 1year 1 century
logion 1X103.6x10“ 1><106.05><1015 1X103.15><1017 :|_><10:’,.15x1019
¥n | 4.66x10%° 2.21x10%7 3.13x10°2 3.13x10°8
1000n | 3.30x103 1.82x104 6.80x10* 3.16x10°
n* | 2.45x103 8.82x103 2.37x10% 7.49x<10%
3" | 28 33 36 40

Problem 2: (40 Paints) Problem 3 In each of the following cases, deerwhetherf(n) = O(g(n)), or
f(n) =Q(g(n)), or both (i.e.,f(n) = B(g(n))), or none of the above. Prove your answers decisively.

Solution 2:
1
f(n) = n?(logn), g(n) = n’
2
_f(n) = lim nAosn) (logn) = lim logn =400
n—-+o00 g(n) n—-+o0o n2 n—-+oo
Hence,f(n) = Q(g(n)) and f(n) # O(g(n))
2
f(n) =n2(logn), g(n) = n?
o fm) o onP(ogn) o logn AN
nll)xfoo M = nll)rfoo —5 = nll)xfoo = nll)xfoo 1/n (by applying de I'Hdpital’s rule)= 0
Hence, (n) = O(g(n)) andf(n) # Q(g(n))
3
f(n) =3", g(n) =3"*3
. f(n) o v
nEIEoo g(n) nErJIrloo 3n+3 ngrfoo 3n %33 33

Hence,f(n) = ©(g(n))



Just to practice working with the definitions 6, 2, and© directly, we include below an alternate
proof of the fact thayf (n) = ©(g(n)):

We need to prove that there exist constants0, £ > 0,19 > 0 such that x g(n) < f(n) < cxg(n)
forall n > ng. Since3™"™ = 33 x 37, then if we takek = 1/(3%), ¢ = 1, andno = 1 we have that:
kx3mt3 < 3" < cx 373 since(1/(33)) * 33 % 3" < 3™ < 1x 33 % 3" becausg™ < 37, < 33 x 3"

forall n > 1.
4
f(n) =3, g(n) =3"
3n n n n
lim M: lim 3—= lim Mz lim 3" % 3" = 400
n—-+oo g(n) n—+oo 31 n—-+oo 3n n—-+oo
Hence f(n) = Q(g(n)) andf(n) # O(g(n))
5
f(n) =+v/n, g(n) =logn
. fn) . no (1/2) x n~1/2 . T
nl_l)rfoo o) nll)r_‘I_loo Togn nll)r_‘I_loo /n (by applying de I'Hopital’s rule)
. n * n_1/2 . n
= lim — = lim — =+
n—-+o0o 2 n—-+o0o 2

Hence.f (n) = Q(g(n)) andf(n) # O(g(n))

One can generalize some of the facts proven above as follows:

e (Generalization from parts 1 and 2 above:) One can proveddhany constank, n® = O(n*(logn))
andn”(logn) = O(n¥*1), butn* # Q(n*(logn)) andn®(logn) # Q(n*+1).

e (Generalization from part 3 above:) One can prove that fgrcamstants: andb > 0, a” = ©(a"*?).
e (Generalization from part 3 above:) One can prove that fgraamstants: andb > 1, a™ = O(a”"),
buta™ # Q(a”™)
Problem 3: (28 Points) Construct a formal mathematical proof of eddhefollowing two properties using
the definitions oD, (2, and®.
e (14 points) Transpose symmetry oD and Q: f(n) is O(g(n)) if and only if g(n) is Q(f(n)).
e (14 points) Symmetry of©: f(n)is ©(g(n)) if and only if g(n) is ©(f(n)).

Solution 3:
e Transpose symmetry ofO and 2:

— See a proof of this fact in the Solutions to Quizl CS2223 BO5 at
http://web.cs.wpi.eduw/cs2223/b05/Exams/Quizl/

— Also, Solved Exercise 2 on p. 66 of the textbook presents afmitthis fact.

e Symmetry of ©:
See a proof of this fact in the Solutions to Exam1 CS2223 B05 at
http://web.cs.wpi.eduw/cs2223/b05/Exams/Examl/



