Reconfigurable Electronics

Executive Summary

Introduction

NASA scientists study changes on the surface of the Earth to gain a better understanding and to be able to predict future natural occurrences such as weather changes and land movements.  One of the satellite missions dedicated to monitoring the Earth is the Landsat Program, which involves a series of satellites that take multispectral images of the Earth's surface.

The Landsat Mission, initiated in 1972 with the launch of the Landsat 1 satellite, began as an experiment to determine the usefulness of Earth orbiting spacecraft in providing land usage data as well as future land and ocean development data.  The first Landsat satellites proved to be extremely useful in collecting data relating to climatic change.  Overtime, the instruments onboard these satellites have been improved, and have enhanced the quality and quantity of the data the satellites have collected.  The newest Landsat satellite, Landsat 7 which was launched in April of 1999, is continuing the Landsat mission to collect data in order for scientists to increase knowledge on the causes of the changes of the Earth. 

Regardless of the source of satellite images, clouds often obstruct such images.  Since clouds are prominent features of an image, the proper identification of clouds is important for two reasons.  Larger images of the Earth’s surface are formed from smaller images taken by satellites with a process known as Image Registration.  In this process, prominent features from multiple satellite images are matched to these features in other images.  The coinciding features are then use to align one image to another, resulting in the creation of a larger image.  Unfortunately, clouds can mask prominent features and can also be mistaken with prominent features from other images.  As a result, inaccurately assessed features such as clouds may then be used to orient one image with another resulting in misaligned images.  In order to align images of the same area more accurately, clouds need to be removed so that only valid land features are used to match images.

Automatic Cloud Cover Assessment

Landsat 5 was the first of the Landsat satellites generations to use a cloud detection system, known as Automatic Cloud Cover Assessment (ACCA) for image processing.  It was inaccurate in assessing cloud cover because the algorithms used identified some landmasses as clouds because of the similar characteristics.  A second cloud detection system was created for image processing for Landsat 7, which included improved algorithms to detect clouds more accurately. As shown in Figure 1, the improved ACCA algorithm used for the processing of the Landsat 7 images discriminates between clouds and difficult terrain features better than the algorithm used for the Landsat 5 satellite.
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Figure 1: Comparison of ACCA algorithms.

The new algorithms were implemented in software using the C programming language on a Silicon Graphics, Inc. (SGI) workstation.  Though the C program detected clouds properly, the cloud detection process was slow because only one image channel could be processed at a time. 

Project Statement

The goal of this project was to create a prototype hardware-base cloud detection system that would be faster, less costly, and smaller than the SGI implementation for future use on satellites.  To expedite the image processing time, it was proposed to implement the cloud detecting algorithms in hardware, and to process multiple spectral bands in parallel to significantly reduce the data processing time.  

Methods

The first step in the implementation of the prototype cloud detection system was to study the WILDFORCE reconfigurable computing board chosen by NASA for the system.  A reconfigurable computing board allows multiple hardware algorithms to be implemented on a single programmable hardware board without the need to design application specific hardware for each new algorithm.  The host code, which allows the user to communicate with the WILDFORCE reconfigurable computing board, was written in the C programming language.  VHSIC Hardware Description Language (VHDL) was used to define the reconfigurable computing board’s hardware configuration.

Two design interfaces were implemented using different data transfer methods available to the WILDFORCE reconfigurable board.  Both interfaces were multi-channel image processors, which processed four channels at the same time.  In the output image file from the multi-channel processor shown in  Figure 2, clouds are classified as white pixels; definite non-clouds are classified as black pixels; and cloud edges, or ambiguous clouds are classified as gray pixels.
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Figure 2: Output Image file from Multi-channel processor.

Speed and space used on the board were analyzed for each design to determine the best prototype system.  Both interfaces involved Direct Memory Access (DMA), which allows devices to perform high-speed data transfers without using the microprocessor of the computer.  DMA therefore bypasses the microprocessor while increasing data transfer rate. 

Results

The first prototype interface involved reading image data through a FIFO and writing it out through memory.  This approach involved sending data through a FIFO and a mezzanine memory card.  The second prototype involved reading image data directly from local memory and writing the results back to the local memory.  Although the FIFO approach proved to be faster than direct memory approach, more complex routines were needed to handle the FIFO data transfers. 

Table 1: Timing Analysis for Single and Multichannel Image Processors

	
	Total Time
	Total Time

Speed Ratio
	Process Time
	Process Time

Speed Ratio
	

	
	(sec.)
	HW / SGI
	(sec.)
	HW / SGI
	

	Single Channel Image Processor
	
	
	
	
	

	- FIFO Write / Memory Read 
	0.0099
	1.62
	0.0052
	1.74
	

	- Memory Write / Memory Read 
	0.0131
	1.22
	0.0034
	2.62
	

	- Silicon Graphics 
	0.0160
	
	0.0090
	
	

	Multi-channel Image Processor
	
	
	
	
	

	- FIFO Write / Memory Read 
	0.0097
	8.28
	0.0053
	8.54
	

	- Memory Write / Memory Read
	0.0130
	6.18
	0.0034
	13.10
	

	- Silicon Graphics 
	0.0800
	
	0.045
	
	


The timing analysis shown in Table 1 illustrates that both prototype hardware designs are faster than the current SGI system.  In this table, total time is the time it takes to transfer data to and from the board, and to process the image.  The process time is the time it takes the board just to process the image. Process time for the multichannel image processor is 8-13 times faster in hardware.  Although the single channel image processor system show only a moderate improvement over the SGI system, the total time of multichannel image processor is 6-8 times faster than the total time of the SGI system.  

Cost and size of the system were also factors that were considered when determining the effectiveness of the prototype hardware-based cloud detection system compared to the SGI system.  The SGI system can cost over $60,000 while the cost of a PC board system with a WILDFORCE board is approximately $25,000.  The SGI systems can also occupy an entire room, while the PC board system fits easily onto a desktop. 

Summary

Possibilities for future work include implementing the second pass of the ACCA and incorporating the cloud detection system with the image registration system.  Implementing the prototype cloud detection system with reconfigurable computing increases the speed of image processing and reduces the cost of the system.  In the future, using a reconfigurable computing board for the prototype system will give satellites the ability to implement the cloud detection system on board because of the size of the reconfigurable computing hardware.  Future work in the reconfigurable computing field carries great potential for implementation of hardware systems, such as real-time image processing onboard satellites.  The present, as well as, the future improvements in computer speed and resources will greatly improve the system’s efficiency in collecting data of Earth for real-time analysis, thus, significantly adding to the knowledge of the Earth and its natural occurrences.




Resulting image using Landsat 7 ACCA.











Resulting image using Landsat 5 ACCA.





Satellite image of Sudan Desert.








