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Executive Summary

SRI's Engineering and Systems Division's Center for Geospace Studies has an interest in studying upper atmospheric auroral events and has several remote field sites dedicated to this purpose.  These sites are located near the equator and close to the north and south poles where atmospheric conditions are ideal for this type of research.  In the past, scientists conducting these experiments would have the data collected at the remote sites, but would then have to wait at least several weeks, and sometimes upwards of several months, for the data to be archived onto a CD and sent back to the home site in Menlo Park, CA.  Dr. Todd Valentic solved this problem by creating the Data Transport Network.

The Data Transport Network essentially uses the existing structure of Network News Transfer Protocol to post the collected data to specific newsgroups, maintained by a server at the remote site.  The scientists in Menlo Park can then subscribe to the desired newsgroup and the data will be sent whenever the communications link is up.  If there is a problem and the connection is terminated, the data still remains on the remote server and is retransmitted when the connection is available again.  This feature of the Data Transport Network is especially important because network connections are expensive and unreliable at most remote field sites.

The Data Transport Network solved the problem of transferring data, however there was still a need for a full-time staff at the remote sites to start and stop experiments.  This staff had to have knowledge of not only the radar instrument hardware and software, but also the Data Transport Network software.  Additionally, in order to communicate the need for an experiment to be run, a phone or e-mail message had to be given to the staff at the site, explaining every detail of the experiment desired.  For the majority of field sites, it was unrealistic or impossible to have fully trained staff on-site at all times.  Dr. Valentic's team needed some way to give scientists the ability to autonomously and remotely configure, schedule, and run experiments at a field site.

Our team added to the existing structure of the Data Transport Network implementing mechanisms to schedule, configure, and run experiments.  Essentially a scientist would create a configuration file for the instrument, post a schedule event to a specific newsgroup including a start and stop time, and the experiment would be run.  The underlying structure consists of several small scripts written using the Python programming language.  Each instrument has a scheduling program that reads from the schedule newsgroup for that instrument and maintains a current schedule, starting and stopping the instrument’s control program as necessary.  The control program communicates with the instrument, configures it using a file specified by the scheduler, and starts the instrument collecting data, posting data to newsgroups as necessary.

This design would only work for a computer savvy user: one with knowledge of newsgroups and the Data Transport Network.  A web-based interface was therefore created to facilitate the formation of configuration files and schedule events.  Each remote site will have its own website containing overall status information, a master schedule of experiments, and a link to each instrument page.  Each instrument at the site will have a page with health and status information, up to date data plots configurable to the user’s needs, and links to its configuration and scheduling pages.  The configuration page will list previously created experiments for that instrument and allow the user to update or create new experiments.  Likewise, the scheduling page will list the current schedule for that instrument and allow the user to add or clear events from the schedule.
