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Executive Summary
SRI International is a research institute interested in many fields.  SRI’s Pharmaceutical Discovery and Development Division have developed and continue to research drugs to solve human diseases and disorders.  In order to solve sleep disorders Dr Thomas Kilduff installed a sleep laboratory, which studies the sleep pattern of rodents.  This Major Qualifying Project was completed with the team of researchers who work in the Kilduff lab.

Researchers have determined that subjects experience sleep in the form of a cycle.  This cycle is composed of several sleep states.  However, the number of states and their nature remains a controversy among different sleep experts.  The two sleep states recognized by all researchers are Rapid Eye Movement (REM) and Non-Rapid Eye Movement (NREM) sleep.  Depending on the researcher, additional states exist within NREM or between the two states.  In addition, some experiments require more detail in the analysis of the cycle than others.  The standard this MQP uses is composed of five states: Active Wake, Quiet Wake, NREM, REM and pre-REM, which consists of an attempt to go into REM sleep.  In addition, a state called unscorable was created to allow data to be classified.

 The first task in sleep analysis consists of collecting electroencephalogram (EEG), which represents brain activity, and electromyogram (EMG), which represents muscle activity, from a rodent.  When analyzing human sleep, additional data is usually collected.  Research typically concentrates on rodents because their sleep is similar to that of human sleep, both in the characteristics of the cycle and the existence of disorders. 

The data is collected in files, which usually hold twenty-four hours of data.  The data is divided into short periods of time, which are called epochs.  Sleep experts then determine for each epoch the type of sleep the subject is in.  This classification, which is called sleep scoring, has become a burden for researchers as it takes several hours to score a one-day record for one rodent.

Many experts have attempted to develop automated sleep scoring system to facilitate their work.  These automated systems have often proved helpful for specific experiments but rarely have researchers from a different lab been able to efficiently use an automated system for their own experiments.  The main reason for the specificity of the existing systems is the lack of a standard in sleep scoring.  

The Kilduff lab needed an automated scoring system that could not only be used for their studies but also be shared with and potentially used by the rest of the scientific community conducting research in rodent sleep.  The goal of this MQP was to provide the lab with an automated system capable of classifying sleep records from various species, using one-second epochs and classifying the epochs in one of the five states we chose as a standard. Because of time constraints, we provided the lab with a system capable of training a scoring system, also called a classifier.  Training a classifier consists of performing a number of steps described below, which results in a program capable of determining a state for each epoch.  In addition, several classifiers were trained and tested with varying accuracy.

The training system is composed of three parts.  The first part consists of the creation of a set of values for each epoch, called a feature vector.  The values in this feature vector are derived from mathematical transformations applied to the EEG and EMG.  These transformations include simple functions such as the integration of the signal as well as Fast Fourier Transforms and wavelet transforms.  

The second part of the training phase consists of reducing the feature vector to fewer values, or dimensions, to eliminate the unnecessary values.  Indeed, after including several transforms, the size, or dimensionality, of the feature vector can reach seven to eight hundred values, many of which do not play a role in creating a distinction between sleep states.  Reducing the dimensionality of the vector is achieved using mapping functions.  

The last part of the training phase requires some data previously scored by a sleep expert.  This data is used to train a classifier to distinguish states by the data in the feature vectors.  The classifier analyzes the scored data and the features associated with each epoch to create one cluster for each possible state.  Once this part of the training phase is completed, the result produced is a classifier that can be given data that has not been previously scored and make a state determination for each epoch.  The entire system was implemented using pattern recognition tools in Matlab.

When training a classifier, the user chooses a set of features to start with, one mapping procedure and one classifier to train.  By varying the feature vectors and trying different combinations of mapping functions and classifiers, we obtained several trained classifiers to test.  These tests also had to be performed on data previously scored by experts to verify the accuracy of the scoring.  The best result achieved was 88.3% accuracy.  The feature vector used included the integration of EMG and a Fast Fourier Transform of the EEG data.  The mapping function used was non-linear Fisher and k-nearest neighbor classifier.

In the different tests we ran, we found the hardest states to differentiate are NREM and Quiet Wake. The reason for this confusion is the transition from wakefulness to sleep and from sleep back to wakefulness is really a transition between NREM and Quiet Wake. 

This MQP also provided the lab with a user manual for the training and testing systems as well as a maintenance manual.  The former provides detailed instructions for future developers on how to change the epoch length and how to change the states into which the system classifies epochs.  The latter provides valuable information for continuing this project.  We anticipate it will be very useful to keep working on the system when more scored data becomes available.  Once enough data is available and several more combinations of features, mapping and classifiers have been tested, it is anticipated that a good combination can be found for every individual, regardless of the species.

