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Objective

Statistics
– Why Needed?

• Building conclusions on past events (especially 
complex systems)

• Understanding the current state 
• Prediction for future events
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“42.7% of all statistics are made up on the spot.”

-Steven Wright

[1]

Statistics need to be rigorously applied!



Objective
• Changes in current network traffic dynamic

– Mobile traffic is growing 10 times faster than fixed traffic
– Smartphones make up the majority of mobile traffic
– Smartphone sales to surpass desktops

• The Problem
– Prior papers studying traffic were based on a link in the 

middle of the network (not device level)
– Past studies did not focus solely on smartphones
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• Solution
– Capture smartphone traffic from the end-level device 

and analyze the data



Study Structure

• Perform 2 independent studies on 
smartphone traffic

• Analyze the results looking for ways to 
maximize transmission efficiency

• Compare to prior network traffic studies
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Study Structure

• Group 1
– Mix of Windows Mobile & Android Users
– Small dataset (only 10 users)
– Packet level tracing using Netlog and tcpdump
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– Captured an average of 53 days of data per user
– Entire user group resided in 2 cities

– Captured data sent and received down to the 
level of data link layer headers [2]



Study Structure
• Group 2

– Purely uses the Android OS
– 33 users. While a larger user base than Group 1, this is 

still a fairly small set.
– Captured application level traffic data using a custom 

logging tool
– Recorded the number of bytes sent and received per 

process every 2 minutes
– 50 days of logging per user on average
– A mix of knowledge workers and high school students
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Results from participants showed no valid statistical 
differences among the two demographics with respect to 
traffic, and so are reported jointly



Personal Notes
• Paper appears well designed and data appears 

well analyzed

• Small datasets were present, which the authors did
make note of

• Overall did a good job of reviewing traffic, drawing 
sound conclusions and proposing better 
optimizations (working within their limitations)

• Authors really liked Cumulative Distribution 
Function
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Outcomes & Observations
WiFi encourages significant bandwidth, but cellular still present

• Biases from prior work: Android users interact with their device more often than 
Windows Mobile users

• Traffic is roughly one order magnitude smaller than residential broadband traffic
• Dataset 2 used WiFi traffic in a much higher frequency

– Results inferred for Dataset 1 by observing interface addresses and path delays.  Dataset 2 could 
reliably use interface state.

• Conclusions
– WiFi users produced significantly more bandwidth than non-WiFi users
– Devices focused solely on cellular or WiFi bands only could miss a significant portion of the market
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Outcomes & Observations
Browsing & email is king
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Dataset 2Dataset 1

Port/Application Usage

• HTTP, HTTPS, IMAP4S and Browsing activities make up the vast majority 
of network traffic

• IMAP4S in particular appears to send a large number of small packets
• The preference for HTTP & HTTPS protocol could indicate the use of 

“tunneling” applications, resulting in misclassification of the purpose of 
packets



Outcomes & Observations
Download to upload consistent

– Download to Upload ratio of 6:1
– Optimizing download activity will 

result in the best “bang for the buck”
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Conclusions on Traffic Composition
– Mostly in line with similar past studies, except the 

composition of WiFi traffic

– Download to upload ratios relatively similar between the two 
datasets.



Outcomes & Observations
Transmissions are small

– Small mean transfer sizes: 273 KB sent, 57 
KB received

– 30% of all transfers have fewer than 1 KB 
and 10 packets
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Outcomes & Observations
TCP & SSL are weighty protocols
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– 96% of traffic is TCP based and 
more than half use SSL

– Median TCP overhead is 12%, 
median SSL overhead is 40%

Sources of Overhead [3]

– Median TCP overhead in terms of transmission time is 20%!
– Suggestions for future: bundle multiple transfers across 

applications



Outcomes & Observations
Transmission Times are Slow
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– “Trailing” corrects for radios that are asleep at beginning of transfer
– The median for trailing transfers is 125ms, with 10% of all 

transmissions taking over 0.5 seconds.
– When including the time to turn on radios, the median grows to 400ms 

and the top 10th percentile takes 1.7 seconds

– While the “trailing” time is nice to know, 1.7 seconds is what the user 
feels on average.  For a single ACK to return in 1.7 seconds is an 
eternity!

[4]



Outcomes & Observations

Packet loss is the major culprit of 
delay

– Uplink retransmission rate: 3.7%
– Downlink retransmission rate: 3.3%
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Reference Point: wired retransmission rates are less than 1%

– Roughly 40% of connections require 
retransmissions

– 10% of retransmissions resend 10% of their 
total packets



Outcomes & Observations
Throughput is low

– Median uplink rate is 0.8 Kbps
– Median downlink rate is 3.5 Kbps
– Sender window limits a quarter of download transfers

Worcester Polytechnic Institute

16

Conclusions: The limiting window size suggests that increasing the 
window on the servers will increase the download rate.  These window 
sizes were most likely created based on wired clients (or possibly 
streamlined for a high volume of users)



Outcomes & Observations

– Radios account for 1/3 the power drain on a device
– Optimal sleep time depends on burstiness of traffic
– 95% of packets are transmitted within 4.5 seconds of previous 

packet
– The currently implemented sleep “tail” on smartphones is 17 

seconds
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Radio sleep time could be optimized

Conclusions: Reducing the tail to 4.5 seconds would add an additional 2-
5% of packets needing to wake up the radio, but would save 35% in 
power consumption overall.



Future Work / Citations

• This work was completed in 2010, so no 
citations so far (last checked on 2-15-
2011)
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Conclusions to be Drawn
Smartphones suffer from many problems, all of 
which are sources of improvement

– High power consumption from too long sleep “tails”
– Higher than normal transmissions of small sets of data
– High overhead in transmissions
– High errors rates in transmissions

Worcester Polytechnic Institute

19

Potential Solutions
– Decrease sleep “tails”
– Group together data transmissions
– Implement better error correction procedures
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Questions?
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