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Overview

* Use statistics to infer population parameters
We want lu knuw about these We have these to work with

Random
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Overview

* Use statistics to infer population parameters
We want lu kr!uw about these We have these to work with

Random
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Parameter [ X Statistic

(Population mean) 1 (Sample mean)

Inferential statistics

Outline

* Overview (done)
* Foundation (next)
* Confidence Intervals

* Hypothesis Testing

Dice Rolling (1 of 4)

* Have 1d6, sample (i.e., roll 1 die)
* What is probability distribution of values?

Dice Rolling (1 of 4)

* Have 1d6, sample (i.e., roll 1 die)
* What is probability distribution of values?

Uniform Distribution
One six-sided die
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Dice Rolling (2 of 4)

* Have 1d6, sample twice and sum (i.e., roll 2
dice)
* What is probability distribution of values?

Dice Rolling (2 of 4)

* Have 1d6, sample twice and sum (i.e., roll 2
dice)
* What is probability distribution of values?

Two Six-sided Dice
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Dice Rolling (3 of 4)

* Have 1d6, sample thrice and sum (i.e., roll 3
dice)
* What is probability distribution of values?

Dice Rolling (3 of 4)

* Have 1d6, sample thrice and sum (i.e., roll 3
dice)
* What is probability distribution of values?

Three Six-sided Dice
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Dice Rolling (3 of 4)

* Have 1d6, sample thrice and sum (i.e., roll 3
dice)
* What is probability distribution of values?

‘ E What’s happening i
to the shape?

uniform uniform sum uniferm sum
distribution distribution distribution
1 die 2dice 3 dice

Dice Rolling (4 of 4)

* Same holds for general experiments with dice (i.e.,
observing sample sum and mean of dice rolls)
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‘ Ok, neat — for “square” distributions.
‘ But what about experiments with other distributions?




Sampling
Distributions

* With “enough”
samples, looks “bell-
shaped” - Normal!

* How many is
enough?

— 30 (15 if symmetric
distribution)

e Central Limit
Theorem
— Sum of independent

variables tends
towards Normal
distribution

(@) (b) 2] )
Normal Uniform Exponental Parabolic
Parent Population

Sarlpﬂng Distributions of xforn=5

Aﬂﬂm

Samnlmg Distitulons ofxfor =90
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Why do we care about sample means
following Normal distribution?

* What if we had only a
sample mean and no
measure of spread
— e.g., mean rank for

Overwatch is 50

* What can we say about

population mean?

Why do we care about sample means
following Normal distribution?

* What if we had only a
sample mean and no
measure of spread

— e.g., mean rank for
Overwatch is 50

* What can we say about
population mean?
— Not a whole lot!

— Yes, population mean
could be 50. But could be
100. How likely are each?

- No idea!

Count

t

Sample mean

Population mean?

Why do we care about sample means
following Normal distribution?

* Remember this?

— T

Symmetric

within 1 sd graph
of mean
POPULATION
"Approx.95% Approx. 99.7%
within 2 sd within 3 sd FORATION

of mean of mean

¥-30 X-20 - I fto I+lo it3c

With mean and
standard deviation

Allows us to predict range
to bound population mean

Why do we care about sample means
following Normal distribution?

POPULATION

Sample

mean )
\

Probable range of
population mean

POPULATION

/ Note, actual population mean |
! (probably) in this range!

Outline
* Overview (done)
* Foundation (done)
* Confidence Intervals (next)

* Hypothesis Testing




4/30/2018

Population of 200 game * Population of 200 game
durations e durations
Mean 1 = 69.637 Mean jt = 69.637 .

Std Dev o = 10.411 1 66.12 921 4720 65.00 8200 3980 Std Dev 0 = 10.411 1 6612 921 4720 6500 800 3980
) 2 7330 1248 5240 7100 10110 4870 +  Experiment w/20 samples % ol 1200 5240 7110 10110 4870
Experiment w/20 samples @ 68.67 1078 5400 69.10 85.40 31.40 A 3 6867 1078 54.00 6910 8540 3140
R 4 69.95 1057 5450 68.00 8780 3330 — Each 15 game durations 4 6995 1057 5450 68.00 8780 3330
- Eagh 15 game durations 5 7327 1356 54.40 7180 0110 4670 (with replacement) 5 7327 1356 54.40 7180 010 4670
(with replacement) 5 69.27 1004 50.10 7030 8570 3560 _ Table on right has 20 6 6927 1004 50.10 7030 870 3560
N 7 66.75 938 5240 6730 8260 3020 N 8 7 o 938 5240 6730 8260 3020
— Table on right has 20 a F L o e Rl e e experiments 8 872 762 5450 6880 8150 2200
experiments 9 7242 997 5010 7190 8890 3880 * Observations? 9 7242 997 5010 7190 8890 3880
i 2 10 69.25 1068 51.10 66,50 85.40 3430 — 7 i 0 69.25 1068 51.10 6650 85.40 3430
Observatlons N n 7256 10.60 60.20 69.10 101.10 4090 f.tatsl(x' 5) differ each n 7256 10.60 60.20 69.10 101.10 4090
2 6948 1167 4910 6940 970 4860 ime: _ 2 6048 1167 4910 6340 90 4860
13 64.65 97 4710 64.10 7850 31.40 — Sometimes hlgher, 13 64.65 an 4710 64.10 7850 31.40
14 68.85 14.42 46.80 69.40 88.10 4130 sometimes lower than 14 68.85 1442 46.80 69.40 88.10 4130
15 6791 834 5240 69.40 79.60 2720 population (i, o) 15 6791 834 5240 69.40 79.60 2720
16 66.22 1018 51.00 66.40 85.40 34.40 S I . lot 16 66.22 1018 51.00 66.40 85.40 3440
7 68.17 8.18 54.20 66.50 86.10 31.90 — Sample range varies a |0 7 6817 818 5420 66550 86.10 3190
18 6873 850 5770 66.10 84.40 2670 more than sample 18 oy (s s770 66.10 84,40 %70
19 6857 11.08 4710 7040 8260 3550 standard deviation 19 6857 11.08 4710 7040 8260 3550
2 7580 12.49 5670 7710 101.10 44.40 — Population mean (1) K 7580 1249 56.70 7710 101.10 4440

always within sample

range [ e N i
| This variation-> Sampling error |

Sampling Error (2 of 2) Standard Error (1 of 2)

* Error from estimating population parameters

from sample statistics is sampling error
* Amount sample means

* Exact error often cannot be known (do not vary flrom sample to standard o |
know population parameters sample —SE = — S3%°
. pop P ) * Also, likelihood that —
* But size of error based on: sample statistic is near EX:IW_’@-‘S 17
— Variation in population (o) itself — more variation, population parameter o=17 = 5
- A — Depends upon sample size
more sample statistic variation (s) (N)

SE=7.6

— Sample size (N) — larger sample, lower error — Depends upon standard
) . . deviation (s)
* Q: Why can’t we just make sample size super large?

* How much does it vary? = Standard error

observations (x) and mean ( #), N=3 observations (x) and mean ( ), N=3
9
standard error, 100 samples, N=3 § standard error, 100 samples, N=3
x x ®
k2 x 7
o g i | L
IEE TR % % ¥ v g x 2 ¥ xx =
X 4 3 x 4
: B 2
' 1
Population meanis 5 0 ; Population meanis 5 v
observations (x) and mean ( ), N=20
e standard error, 100 samples, N=20
8 x &
IfN = 20: v - 7§x¥§§ % E
What will happen to x’s? i - 6 x ¥ s
i ? ) TIm iy
What will happen to dots? - hfge_e,r_]f?._bff,s',_._ s ; g .i. g g s ! ; g 5 ,: ‘”".""x e el e '4“3"’“'“' ':‘w'.'.,"‘.“’,
L Yiie 5 :
MR x L % £ ¥ ;
2 x :
1 L
. Population meanis 5
' Estimate population parameter = confidence interval :




Confidence Interval

* Range of values with specific certainty that population
parameter is within

— e.g., 90% confidence interval for mean League of Legends
match duration: [28.5 minutes, 32.5 minutes]

* Have sample of durations

* Compute interval containing
L mean population duration ()
(with 90% confidence)

i Ingeneral: 1
i probability of L in interval [cy,c,] i

» © ] @ W,
’ LEAGUEMIATH.COM
28,5 325
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Confidence Interval for Mean

* Probability of p in interval
[CllCZ]
- Plgsus<c)=1a
[c1, c2] is confidence interval
o is significance level
100(1-a) is confidence level
* Typically want o small so
confidence level 90%,
95% or 99% (more on
effect later)

We have to do k experiments,

each of size n?

* Say, a=0.1. Could do k
experiments (size n), find
sample means, sort

— Cumulative distribution
* Interval from distribution:
— Lower bound: 5%
— Upper bound: 95%
-> 90% confidence interval

g
x
®

Confidence Interval Estimate

* Estimate interval from 1
experiment/sample, size n

* Compute sample mean (x),
sample standard error (SE)

X +1¢

=

e Multiply SE by t distribution *
* Add/subtract from sample 1t s 4t s
T—t-—,T —
mean \/7—1 \/ﬁ

-> Confidence interval

e.g., mean 30.5 i
* Ok, what is t distribution? txSE=2
— Function, parameterized by 305-2=285 I
oand n 30.5+2= 325 i ‘
[28.5,32.5] IF ‘|.‘_
3

28.5 32.5

t distribution

* Looks like standard normal, but bit “squashed”

* Gets more squashed as n gets smaller

* Note, can use
standard normal (z
distribution) when
large enough sample
size (N =30+)

bution
e to 30)

aka student’s t distribution (“student”
was anonymous name used when
published by William Gosset)

Confidence Interval Example

(Sorted)
Game Ti _

o 35  ° X=3.90, stddev s=0.95, n=32

2.7 39 * A 90% confidence interval (o is 0.1) for
28 4.1 H

opulation mean (u):

28 41 pop (“) Lookup 1.645 in
28 4.2 3.90 + 1.696x0.95 table, or
29 42 - V32 =TINV(@.1,31)
31 44 =[3.62,4.19

31 45 [ ]
32 45

32 48 . o . .

33 49 * With 90% confidence, L. in that
34 51 interval. Chance of error 10%.

3.6 5.1

37 53  But, what does that mean?

(See next slide for depiction of meaning)

Meaning of Confidence Interval (o)

58

ftx)

confidence level is 90%:
90 cases interval includes 1,

Experiment/Sample Includes pi?

1 - yes

2 —0— yes

3 —o— no

eg.,
100 Lo yes a=0.1
Total yes >100 (1-a) 90
Total no <100 a 10

If 100 experiments and

in 10 cases not include |1 |

1
H
H
H
H

-




How does Confidence Interval Size
Change?
* With sample size (N)
* With confidence level (o)

4/30/2018

How does Confidence Interval Change
(1 of 2)?

* What happens to
confidence interval
when sample size (N)
increases?

— Hint: think about
Standard Error

SE. =—=
n

How does Confidence Interval Change
(1of 2)?

* What happens to s — S
) i — (X*xi—
confidence interval T n \/E
when sample size (N)
increases?

— Hint: think about
Standard Error

How does Confidence Interval Change
(2 of 2)?

* 90% Cl =[6.5,9.4]
— 90% chance population value is between 6.5, 9.4
* 95%Cl=[6.1,9.8]
— 95% chance population value is between 6.1, 9.8
¢ Why is interval wider when we are “more” confident?

How does Confidence Interval Change
(2 of 2)?

* 90% Cl =[6.5, 9.4]
— 90% chance population value is between 6.5, 9.4
* 95%Cl=[6.1,9.8]
— 95% chance population value is between 6.1, 9.8
* Why is interval wider when we are “more” confident?

t=-210 (.025) t= 4210 (.025)
t=-2.83 (.005) t=+2.88 (.005)
.
3 2 -1 0 1 2 3
t
sarstts et estbook

Using Confidence Interval (1 of 2)

* Indicator of spread = Error bars
¢ Cl can be more informative than standard deviation

-> indicates range of population parameter (make sure
sample size 30+!)

20

p T
=




Using Confidence Interval (2 of 2)

300 +— - S 4—
old New old New

No overlap Large overlap

Compare two alternatives, quick check for statistical significance

* No overlap? = 90% confident difference (at o. = 0.10 level)

+ Large overlap (50%+)? = No statistically significant diff (at o. = 0.10 level)
? = more tests required
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Statistical Significance versus Practical
Significance (1 of 2)

. Warning: may find statistically significant difference.
i That doesn’t mean it is important.

It’s a Honey of an O Latency can Kill?

Statistical Significance versus Practical
Significance (1 of 2)

. Warning: may find statistically significant difference.
i That doesn’t mean it is important.

It’s a Honey of an O Latency can Kill?

* Boxes of Cheerios, Tastee-
O’s both target 12 oz.
* Measure weight of 18,000
boxes
* Using statistics:
— Cheerio’s heavier by 0.002 oz.

— And statistically significant
(0=0.99)!

* But...0.0002 is only 2-3 O’s.
Customer doesn’t care!

Statistical Significance versus Practical
Significance (2 of 2)

. Warning: may find statistically significant difference.
i That doesn’t mean it is important.

It’s a Honey of an O Latency can Kill?

* Boxes of Cheerios, Tastee- * Lagin League of Legends
O’s both target 12 oz. * Pay $$ to upgrade Ethernet
+ Measure weight of 18,000 from 100 Mb/s to 1000 Mb/s

boxes * Measure ping to Lol server for

¢ Using statistics: 20,000 samples

— Cheerio’s heavier by 0.002 0z.  * Usmg Stét'sm_:s
— And statistically significant — Ping tlm.eS.IlTIpl'O\'Ie 08 ms
(0=0.95)! — And statistically significant
. (@=0.99)!
¢ But...0.0002 is only 2-3 O’s.

Cust d "t | ¢ But ... humans cannot notice 1
ustomer aoesn't care! ms difference!

What Confidence Level to Use (1 of 2)?

* Often see 90% or 95% (or even 99%) used
* Choice based on loss if wrong (population parameter is
outside), gain if right (parameter inside)
— If loss is high compared to gain, use higher confidence
— If loss is low compared to gain, use lower confidence
— If loss is negligible, lower is fine
* Example (loss high compared to gain):
— Hairspray, makes hair straight, but has chemicals
— Want to be 99.99% confident it doesn’t cause cancer
* Example (loss low compared to gain):
— Hairspray, makes hair straight, only uses water
— Ok to be 75% confident it straightens hair

What Confidence Level to Use (2 of 2)?

* Often see 90% or 95% (or even 99%) used
* Choice based on loss if wrong (population parameter is
outside), gain if right (parameter inside)
— If loss is high compared to gain, use higher confidence
— If loss is low compared to gain, use lower confidence
— If loss is negligible, lower is fine
* Example (loss negligible):
— Lottery ticket $1, pays $5 million
— Chance of winning is 10”7 (1 in 10 million)
— To win with 90% confidence, need 9 million tickets
* No one would buy that many tickets!
— So, most people happy with 0.01% confidence




Outline

* Overview

* Foundation

* Confidence Intervals
* Hypothesis Testing

(done)
(done)
(done)
(next)
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Hypothesis Testing

e Term arises from science

— State tentative explanation

-> hypothesis b i
— Devise experiments to ¢

gather data ypathts -

— Data supports or rejects ;

Test with an
hypothesis i
 Statisticians have adopted Analyze Rosults
L . Draw Conclusion
to test using inferential / L
statistics Wopothois s e || Mipothesis e Fase
- Hypothesis testing N
Report Results

Hypothesis Testing Terminology

Null Hypothesis (Ho) — hypothesis that

no significance difference between
measured value and population
parameter (any observed difference
due to error)
— e.g., population mean time for Riot to
bring up NA servers was 4 hours
Alternative Hypothesis — hypothesis
contrary to null hypothesis
— e.g., population mean time for Riot to
bring up NA servers was not 4 hours
Care about alternate, but test null
— If data supports, alternate not true
— If data rejects, alternate may be true
Why null and alternate?

— Remember, data doesn’t “prove”
hypothesis

— Can only reject it (at certain significance)

— So, reject Null

¢ P-value —smallest level that can
reject Hy

“If p-value is low, then H, must go”

¢ How “low”, consider s“risk” of
being wrong

means insignificant or no
relationship between two

means rejection of null
hypothesis.
m

Hypothesis Testing Steps

1. State hypothesis (H) and null hypothesis (H,)
Evaluate risks of being wrong (based on loss and
gain), choosing significance (a) and sample size

3. Collect data (sample), compute statistics

4. Calculate p-value based on test statistic and
compare to a

5. Make inference
— Reject H, if p-value less than o

— Do not reject H, if p-value greater than a

Hypothesis Testing Steps (Example)

* State hypothesis (H) and null hypothesis (H,)
— H: Mario level takes less than 5 minutes to complete
— Hg: Mario level takes 5 minutes to complete (H, always has =)
* Evaluate risks of being wrong (based on loss and gain),
choosing significance (a) and sample size
— Player may get frustrated, quit game, so o = 0.01
— Note sure of normally distributed, so 30 (Central Limit Theorem)
* Collect data (sample), compute statistics
— 30 people play level, compute average time, compare to 5
* Calculate p-value based on test statistic and compare to o

— p-value =0.002, a = 0.01
* Make inference

— Reject Hy if p-value less than o (REJECT Hg), so H may be right
— Do not reject H, if p-value greater than o




